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1	Introduction
In this contribution, we discuss the following remaining issues on CORESET and search space.
Search space monitoring periodicity configuration with bitmap
BD limit for cross-carrier scheduling
Remaining cases for CCE limit
PDCCH/SSB collision
Nested search space
PDCCH overbooking
Hashing function update
Blind decode limit
Maximum number of candidates for Type0/0A/2-PDCCH
Remove additional CORESET configuration from RMSI
CORESET adaptation
2	Search Space Monitoring Periodicity Configuration with Bitmap
To support different types of services and control signaling, network needs to configure multiple CORESETs and search space sets. The current specification provides a periodicity and an offset in the periodicity for configuring a search space set in the CORESET. If multiple search space sets are configured, peak numbers of configured BDs and CCE in a slot can be much higher than the average over the time. If network follows the BD and CCE limits in all slots, peak numbers of BD and CCE consumption are capped by the limits and the average numbers could be much lower than the limits. This may result in a very low efficiency of the BE and CCE budgets. 
To alleviate the problem, the network can use RRC signaling to provide more flexibility of search space set configuration in time domain.
Currently configuration for a search space  in CORESET  includes: 
· PDCCH monitoring periodicity of slots, 
· PDCCH monitoring offset of  slots,   , and 
· PDCCH monitoring pattern, indicating first symbol(s) of the control resource set within a slot for PDCCH monitoring. 
PDCCH monitoring occasion exists in a slot with slot number  in a frame with frame number  if . 
The Figure below shows an example of search space configuration by current specification with a PDCCH monitoring periodicity of 4 slots and an offset in periodicity .


Figure 1 SS configuration in current specification.
Our proposal is to replace the offset  with an offset bitmap  of  bits. If bit  in the bitmap is 1, UE monitors PDCCH in a slot with slot number  in a frame with frame number  if . If bit  in the bitmap is 0, UE does not monitor PDCCH in a slot with slot number  in a frame with frame number  if . Note that in this case, number of bits in the bitmap is equal to the monitoring periodicity. Thus, the monitoring periodicity becomes redundant. 
Figure below shows an example of search space configuration with the bitmap with a periodicity of 4 slots and an offset bitmap .


Figure 2 SS configuration with an offset bitmap.
[bookmark: bitmap_offset]Proposal 1: Use a bitmap to configure the PDCCH search space monitoring offset within the periodicity. Number of bits in the bitmap is equal to the monitoring periodicity. Each bit in the bitmap corresponds to a slot in the PDCCH monitoring periodicity and indicates whether UE monitors PDCCH in the slot or not.
3	BD Limit for Cross-Carrier Scheduling
BD limit for cross-carrier scheduling remains an open issue for Cases 1-1, 1-2 and 2. The general idea of our proposal to split the single carrier BD limit into a CSS portion and a UESS portion. When cross-carrier is configured, only the UESS portion BD number is increased while the CSS portion number remains unchanged. The reason behind is that UE monitors common control information only for the scheduling carrier component (CC) but monitors UE-specific control information for all CCs. 
First, discuss the BD limit for Case 1-1 with cross-carrier scheduling. Suppose the BD limit is  for a single carrier. For cross-carrier scheduling with up to  CCs, we propose to determine BD limit  in a slot with the formula below

where  represents the nominal number of BDs for CSS in a slot,  represents the nominal number of BDs for UESS in a slot and . 
We propose to determine the nominal number of BDs for CSS  by

where 7 is the number of PDCCH candidates for Type0 CSS which could be considered as a nominal number of CSS candidates that UE should monitor for the lowest SCS=15kHz. 44 is the BD limit for SCS=15kHz. The factor 2 assumes that 2 BDs for each PDCCH candidate in CSS. For cross-carrier scheduling with more than 4 CCs, maximum number of BDs for a UE in a slot depends on the explicit UE capability.
For Case 1-2 we propose to not support cross-carrier scheduling. The use case of Case 1-2 is to deploy NR in legacy LTE carrier. The available frequency resource for Case 1-2 could be very limited. Therefore, there may not be use cases to support Case 1-2 with cross-carrier scheduling.
Following the RAN1 92 agreements that Case 1-1 and Case 2 have the same BD limit for single carrier, we propose that Case 2 has the same BD limit as Case 1-1 even with cross-carrier scheduling.
Table 1 Nominal number of BDs for CSS 
	Max no. of PDCCH BDs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	14
	11
	7
	6

	Case 1-2
	NA
	
	
	-

	Case 2
	14
	11
	7
	6



Table 2 Nominal number of BDs for UESS 
	Max no. of PDCCH BDs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	30
	25
	15
	14

	Case 1-2
	NA
	
	
	-

	Case 2
	30
	25
	15
	14


[bookmark: bdlimit_xcarrier]Proposal 2: For BD limit with cross-carrier scheduling
· For Case 1-1, split the single-carrier BD limit into a CSS portion and a UESS portion. For BD limit with cross-carrier scheduling, only the UESS portion is increased while the CSS portion remains the same as that of single-carrier scheduling. For cross-carrier scheduling with up to  CCs, the UESS portion BD limit increases linearly with the number of CCs. For cross-carrier scheduling with more than 4 CCs, BD limit for a UE in a slot depends on the explicit UE capability.
· For Case 1-2, do not support cross-carrier scheduling.
· For Case 2, BD limit is same as that of Case 1-1.
4	Remaining Cases for CCE Limit
In the RAN1 92, the agreements below were made to specify the CCE limit for Cases 1-1 and 1-2. CCE limit is not defined yet for cases including Case 2, carrier aggregation (CA) and cross-carrier scheduling. In this paper, we propose CCE limits for these remaining cases.
Agreements:
· Confirm the following working assumption, with updates:
· At least for case 1-1 and case 1-2, all UE supports channel estimation capability for following numbers of 48 CCEs for a given slot per scheduled cell
· 56 CCEs for SCS = 15kHz and 30kHz
· 48 CCEs for SCS = 60kHz
· 32 CCEs for SCS = 120kHz
· FFS: cross-carrier scheduling
· FFS: wideband RS
· FFS: overbooking and/or nested structure
· FFS: exceptional case of CCE counting
· FFS: for case 2
4.1	CCE Limit for Case 2
According to RAN1 92 agreements below, BD limit is the same for Case 1-1 and Case 2. Because BD consumption is highly correlated with CCE consumption in a slot, it is reasonable to specify a same CCE limit for Case 1-1 and Case 2 if they already have the same BD limit. Therefore, we propose that CCE limit for Case 2 is 56 for SCS=15kHz, SCS=30kHz, 48 for SCS=60kHz and 32 for SCS=120kHz.
Agreements:
· Confirm the value for Case 1-2. X=0 and Y=0 for Case 2. No consensus on additional Case 2’.
	Max no. of PDCCH BDs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	44
	36
	22
	20

	Case 1-2
	[44]
	
	
	-

	Case 2
	[44+X]
	[36+Y]
	[22+Y]
	[20]



[bookmark: cce_case2]Proposal 3: For Case 2, all UEs support channel estimation capability for following numbers of CCEs for a given slot per scheduled cell
· 56 CCEs for SCS = 15kHz and SCS = 30kHz
· 48 CCEs for SCS = 60kHz
· 32 CCEs for SCS = 120kHz
4.2	CCE Limit for Carrier Aggregation
For CCE limit in carrier aggregation (CA), our proposal is to follow the same principle as BD limit for CA. In the RAN1 201801 AdHoc meeting, agreements were made to specify BD limit for PDCCH in CA. In the RAN1 92 meeting, agreements were made to further specify UE capability signaling for BD limit in CA. Following the principles of these agreements, we propose the CCE limit in CA as follows 
· For CA with up to 4 CCs, maximum number of CCEs per slot for a UE depends on the number of configured CCs.
· For CA with more than 4 CCs, maximum number of CCEs for a UE depends on the explicit UE capability.
· The UE capability signaling for PDCCH CCEs in CA is integer value from {4, …, 16}.

RAN1 201801 AdHoc:
Agreements
· For the following previous agreement, N=4
Agreements:
· For CA with up to N CCs, maximum number of PDCCH blind decodes per slot for a UE depends on the number of configured CCs.
· All UEs supporting CA with the same set of CCs supports the same maximum number of PDCCH blind decodes.
· No explicit UE capability signaling to inform the maximum number of PDCCH blind decodes is reported.
· For CA with more than N CCs, maximum number of PDCCH blind decodes for a UE depends on the explicit UE capability.
· All UEs supporting CA with the same set of CCs supports at least the same number of PDCCH blind decodes.
· FFS: the value of N (no more than 8).
RAN1 92:
Agreements:
· The UE capability signaling for PDCCH BDs in CA is integer value from {4, …, 16}.
· Discuss further whether or not to restrict the combination of the number of CCs that a UE can support vs. the number of PDCCH BDs indicated via UE capability signaling
[bookmark: cce_ca]Proposal 4: CCE limit in CA is specified by the following rules
· For CA with up to 4 CCs, maximum number of CCEs per slot for a UE depends on the number of configured CCs.
· For CA with more than 4 CCs, maximum number of CCEs for a UE depends on the explicit UE capability.
· The UE capability signaling for PDCCH CCEs in CA is integer value from {4, …, 16}.
4.3	CCE Limit for Cross-Carrier Scheduling
Similar to BD limit with cross-carrier scheduling, we propose to split the single carrier CCE limit into a CSS portion and a UESS portion. When cross-carrier is configured, only the number of CCEs for the UESS portion is increased while for the CSS portion it remains unchanged. This is because UE monitors control information only in the CSS for the scheduling CC but needs to monitor the control information in UESSs for all CCs. 
First, define the CCE limit for Case 1-1 in cross-carrier scheduling. Suppose  is the CCE limit for a single carrier. Our proposal is that for cross-carrier scheduling with up to  CCs, CCE limit in a slot for cross-carrier scheduling  is given by the following formula 

where  represents a nominal number of CCEs for the CSS in a slot,  represents a nominal number of CCEs for the UESS in a slot and . 
We propose to define the nominal number of CCEs for the CSS,  by

where 7 is the number of PDCCH candidates for the Type0 CSS which could be a nominal number of CSS PDCCH candidates that UE should monitor at least for SCS=15kHz. 44 is the BD limit for SCS=15kHz. The factor 2 assumes that 2 blind decodes could be needed for each PDCCH candidate. For cross-carrier scheduling with more than 4 CCs, maximum number of CCEs for a UE depends on the explicit UE capability.
For Case 1-2 we propose to not support cross-carrier scheduling because the use case is limited.
Following the RAN1 92 agreements that Case 1-1 and Case 2 have the same BD limit for single-carrier, we have proposed early in this paper that Case 2 has the same BD limit as Case 1-1 with cross-carrier scheduling. Because BD consumption is highly correlated with CCE consumption in slot, we think Case 2 should have the same CCE limit as Case 1-1 with cross-carrier scheduling.
Table 3 Nominal number of CCEs for CSS 
	Max no. of CCEs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	18
	18
	15
	10

	Case 1-2
	NA
	
	
	-

	Case 2
	18
	18
	15
	10



Table 4 Nominal number of CCEs for UESS 
	Max no. of CCEs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	38
	38
	33
	22

	Case 1-2
	NA
	
	
	-

	Case 2
	38
	38
	33
	22


[bookmark: cce_xcarrier]Proposal 5: For CCE limit with cross-carrier scheduling
· For Case 1-1, split the single-carrier CCE limit into a CSS portion and a UESS portion. For CCE limit with cross-carrier scheduling, only increase the UESS portion while remain the CSS portion the same as that of single-carrier scheduling. For cross-carrier scheduling with up to  CCs, the UESS portion CCE limit increases linearly with the number of CCs. For cross-carrier scheduling with more than 4 CCs, CCE limit for a UE in a slot depends on the explicit UE capability.
· For Case 1-2, do not support cross-carrier scheduling.
· For Case 2, the CCE limit is same as that of Case 1-1.
5	PDCCH/SSB Collision
Regarding PDCCH and SSB collision, two related agreements were made in RAN1 92 meeting in the RMSI session and in the control channel session respectively. 
· In the RMSI session, the following TP was agreed. 
· When a UE follows the procedure in Subclause 13 to monitor Type0-PDCCH common search space, a UE may assume that no SS/PBCH block is transmitted in REs used for the reception of the Type0-PDCCH.
· In the control channel session, the following was agreed. 
· Agreements: 
If a PDCCH decoding candidate having a CCE overlapped, even partially, with the configured SSB, the UE is not required to monitor the PDCCH with the decoding candidate.
Companies seem to have different understandings about the two agreements and two options are widely discussed
1. UE always follows the RMSI session agreement and assumes no SSB is transmitted in REs used for the reception of Type0-PDCCH configured by PBCH. The PDCCH session agreement does not apply to Type0-PDCCH configured by PBCH. 
2. After PBCH configured RMSI is received, UE always follows the control session agreement and RMSI session agreement is applied only before PBCH configured RMSI is received. 
First, we think the discussion here is not limited to Type0 PDCCH configured by PBCH but also applies to Type0A/1/2 PDCCHs that are configured by an RMSI configured by PBCH. They should be handled in the same way because all these PDCCHs are configured in the same UE status. 
Suppose that a UE has decoded an RMSI configured by PBCH and read system information during initial access in the initial DL BWP. After the initial access, the UE may choose to decode this PBCH again to update the system information. In this scenario, option 1 is more reasonable because UE’s expectation on SSB and Type0/0A/1/2 PDCCH collision and therefore the handling does not change before and after the initial access. In comparison, for option 2, the UE’s behavior is allowed to change. This inconsistent UE behavior should be avoided because neither UE nor network benefits from the additional complexity from the it. 
In addition, Type 0/0A/1/2 PDCCHs that are associated with cell-defining PBCH are as important as SSB if not more important. The network should avoid Type 0/0A/1/2 PDCCHs being collided by SSB. Based on this we think UE should always assume no SSB is transmitted in REs used for the reception of Type0 PDCCH candidates associated with the cell-defining PBCH. For the other PDCCHs, if the decoding candidate has a CCE overlapped with the configured SSB, the UE is not required to monitor the PDCCH with the decoding candidate. Note that UE behavior is consistent in handling this case.
Currently Type 0/0A/1/2 PDCCHs can be configured by PBCH and its associated RMSI or by common PDCCH configuration in the RRC reconfiguration message. Type 0/0A/1/2 PDCCHs may be configured by RRC reconfiguration message in handover (HO) or BWP switch. For HO, a common understanding is that PDCCHs configured by RRC reconfiguration signaling should be identical to what a UE can obtain from the cell-defining PBCH of the target cell. For BWP switch, if the new BWP fully overlaps with the initial DL BWP, there could be ambiguity for Type 0A/1/2 search space configuration if
· They are associated with the same set of non-zero search set IDs as those configured by the PBCH configured RMSI.
· They are associated with the same CORESET ID as that configured by the PBCH configured RMSI. 

UE may not know whether the RRC reconfiguration message has updated the configuration for Type 0A/1/2 search spaces associated with the cell-defining PBCH or has assigned the set of IDs used by Type 0A/1/2 search spaces to some new search space sets that are not associated with the cell-defining PBCH. In other words, UE is not able to tell whether the Type 0A/1/2 search space sets are still associated with the cell-defining PBCH or not. In order to avoid this ambiguity, we extend the RMSI session SSB/PDCCH collision handling to all Type 0A/1/2 search spaces. Note that UE should not have such ambiguity for PBCH configured Type0 search space because it is always associated with ID 0. However, to unify the design for common PDCCHs, we propose to handle Type 0 in the same way as Type 0A/1/2.
[bookmark: pbch_ssb]Proposal 6: UE assumes no SSB is transmitted in REs used for the reception of Type0/0A/1/2 PDCCH candidates that are configured by PBCH and its associated RMSI or configured by the common PDCCH configuration in the RRC reconfiguration message. For PDCCHs in a UE-specifically configured search space including Type3 CSS and PDCCHs in UE-specific search space sets, if the PDCCH decoding candidate has a CCE overlapped, even partially, with the transmitted SSB as indicated, the UE is not required to monitor the PDCCH with the decoding candidate.
6	Nested Search Space
LTE EPDCCH-like hashing function was adopted in NR.
Then, given BD (X) and CCE (Y) limits, when gNB configures the search space, it has to assume the worst case if overbooking is not allowed, i.e., the decoding candidates are not overlapping. For example, if for aggregation level ,  blind decodings are configured, then the worst-case scenario is 


Typically, this means if the gNB wants to take advantage of full X decoding capability, the decoding candidate aggregation level profile will be heavily biased towards low aggregation levels, which only works for high geometry UEs. 
On the other hand, due to random hashing, in many cases, the decoding candidates will (partially) overlap on CCEs, especially when the coreset bandwidth is not too wide, i.e., there are relatively small number of CCEs in the coreset. In this case, using the worst-case assumption (non-overlapping CCEs) for aggregation level profile decision will be too conservative. In [1], one solution was proposed but this solution has drawbacks in terms of complexity and in fact managing the number of CCEs is not easy to control. Based on discussion during RAN1 NR AH1801, most companies were willing to adopt nested search space. We also view that the best approach for search space design under current CCE limit are adopting nested search space. With nested search space, we can cleanly define the number of consumed CCEs at least per nested structure. Therefore, it is proposed to adopt a nested search space structure. Given that a search space is associated only with on CORESET, the nested search space shall be contained within a CORESET.
We need to consider a couple of things for nested search space structure. One issue is how to build a nested structure for CSS and UESS. For CSS, since it is shared among multiple UEs (either cell-level or group-level), it needs to have its own nested structure. In case there are multiple CSSs associated with the CORESET, each CSS should have its own nested structure. This is because each CSS may not be targeted for the same group of UEs. For UESS, we can consider a combined nested structure across multiple UESS associated with a CORESET for a given UE. In this way, UESS can consume less number of CCEs.
[bookmark: nested_p1]Proposal 7. NR PDCCH adopts a nested structure.
· Nested search space is defined within a CORESET.
· Each CSS associated with the CORESET has its own nested structure.
· UESS(s) associated with the CORESET have a combined nested structure.
We propose constructing the nested structure from aggregation level AL8. Then, the nested structure can be constructed as follows:
· [bookmark: nested_bullets]Nested from AL8
· Hash the AL8 candidates using agreed hashing function
· If higher or lower AL has a larger footprint in CCE, pseudo AL candidate(s) are added.
· If AL 16 is configured, AL 16 candidates are randomly selected over the footprint of the AL8 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL8 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
· Lower AL candidates are randomly selected under the footprint of the AL8 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL8 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
[bookmark: nested_p2]Proposal 8. NR PDCCH nested search space is constructed as described.
7	PDCCH Overbooking
The main purpose of PDCCH overbooking is to meet CCE limit given that the number of used CCEs is nearly random in a slot. The randomness of CCE consumption makes the optimization of PDCCH scheduling very hard especially when the number of search space sets is large. Compared to CCE, the number of BDs is deterministic and therefore BD overbooking is not very necessary. PDCCH overbooking is one way to alleviate the problem by dropping PDCCH candidates until the CCE limit is met. 
Although overbooking can help satisfy the CCE limit, it is not an efficient approach because it does not directly address the root cause of the problem by reducing the randomness of CCE consumption in slots. In comparison the nested search space is much more efficient because it makes the number of CCEs more deterministic per search space. Then, network can better optimize the PDCCH scheduling by adjusting the periodicity and offset configuration of search space sets. Our standpoint is not to support overbooking. With introduction of nested search space structure, the number of CCEs should be reasonably controllable by the network.
[bookmark: overbooking]Proposal 9: Overbooking is not supported for CCE or BD.
8	Hashing Function Update 
In RAN1 92 meeting, it was agreed that PDCCH search space hashing function is updated once every slot. We want to confirm the working assumption that the reset of the update is per radio frame.
Agreements:
· Change Y_{p, kp} to Y_{p, ns,f }  in the search space hashing function in subclause 10.1 of 38.213, where the index ns,f  is the slot number.
· (Working assumption) The reset of the update is per radio frame

[bookmark: hashing]Proposal 10: Confirm the working assumption that the reset of the hashing function update is per radio frame.
9	Blind Decode Limit
9.1	Clarification on Blind Decode Definition
The agreements below indicate how the number of BDs should be counted over PDCCH candidates. However, the agreements did not indicate how many BDs should be counted if DCIs with more than one sizes can be mapped to a PDCCH candidate in a search space. We would like to clarify this with the following proposal
[bookmark: bd_ag1]Proposal 11: If DCIs with  () different sizes can be mapped to a PDCCH candidate,  blind decodes should be counted for the PDCCH candidate.
Agreements
PDCCH candidates having different DCI payload sizes count as separate blind decodes
PDCCH candidates comprised by different sets of CCE(s) count as separate blind decodes.
PDCCH candidates in different CORESETs count as separate blind decodes.
PDCCH candidates having the same DCI payload size and comprised by the same set of CCE(s) in the same CORESET count as one blind decodes.
The agreements indicate that PDCCH candidates having the same DCI payload size and comprised by the same set of CCE(s) in the same CORESET count as one blind decode. We would like to point out that the agreement holds only if scrambling seeds for the PDCCH candidates are identical. According to another agreement below, UESS and CSS PDCCH candidates in same CORESET have different scrambling seeds if the higher-layer parameter Control-scrambling-Identity is configured and therefore should be counted as different BDs even if they satisfy the condition of current agreements on BD counting. We propose to clarify this with the following proposal.
[bookmark: bd_ag2]Proposal 12: PDCCH candidates having different scrambling seeds are counted as separate blind decodes. PDCCH candidates having the same DCI payload size, the same scrambling seed and comprised by the same set of CCE(s) in the same CORESET count as one blind decode.
Agreements:
· To adopt the following TP (Section 7.3.2.3, 38.211)
=== Start ===
The scrambling sequence generator shall be initialized with


where
-	For a PDCCH in a UE-specific search space, nID{0, 1, …, 65535} equals the higher-layer parameter Control-scrambling-Identity if configuredand the RNTI associated with the PDCCH transmission is the C-RNTI,

-	 otherwise


and where  is given by the C-RNTI for a PDCCH in a UE-specific search space if Control-scrambling-Identity is configured and  otherwise for a PDCCH in a common search space.
=== End ===
9.2	Spec Clarification on Blind Decode Limit
The text below from Section 10.1 of 38.213 seems specifying the BD limit in a slot for a single carrier. However, it uses the terminology “PDCCH candidate” instead of “blind decode” that has been used by agreements. There is no explicit definition for PDCCH candidate. Instead, a PDCCH candidate can be implicitly defined as a set of  consecutive CCEs with aggregation level  and its location is determined by the search space hashing function. 
Because the relationship between “PDCCH candidate” and “blind decode” has been clearly defined by agreements, we should directly use “blind decode” in Section 10.1 of 38.213 when the specification intends to define the BD limit. Text change is provided in the following.
--------------------------------------------------------- Beginning of change -------------------------------------------------------------

Table 10.1-2 provides the maximum number of PDCCH candidatesblind decodes, , across all CCE aggregation levels and across all DCI formats with different size in a same search space that a UE is expected to monitor per slot and per serving cell as a function of the subcarrier spacing.   


Table 10.1-2: Maximum number of PDCCH candidatesblind decodes per slot and per serving cell as a function of the subcarrier spacing value  kHz, .
	

	
Maximum number of PDCCH candidatesblind decodes per slot and per serving cell 

	0
	44

	1
	36

	2
	22

	3
	20


PDCCH candidate(s) having different DCI payload sizes count as separate blind decodes. PDCCH candidates comprised by different sets of CCE(s) count as separate blind decodes. PDCCH candidates in different CORESETs count as separate blind decodes. PDCCH candidates having the same DCI payload size and comprised by the same set of CCE(s) in the same CORESET count as one blind decodes.
----------------------------------------------------------- End of change ------------------------------------------------------------------
[bookmark: bd_spec]Proposal 13: Replace “PDCCH candidate” with “blind decode” in Section 10.1 of 38.213 where the specification intends to specify the BD limit.
10	Maximum Number of Candidates for Type0/0A/2-PDCCH 


The text below from Section 10.1 of 38.213 may intend to deal with the original problem that if the size of CORESET is not enough to completely carry a single PDCCH candidate, then no PDCCH candidate from this aggregation level is transmitted. However, it does not address the original problem. In addition, because indices with three subscript numbers like and are not defined anywhere, they should be replaced by  and .
[bookmark: max_cand1]Proposal 14: Address the RAN1 92 agreement in specification that “when the number of REGs is not sufficient for a given aggregation level, the UE is not required to monitor candidates of the given aggregation level”.
· If the number of CCEs of a CORESET is less than an aggregation level configured with at least one PDCCH candidate to a search space in the CORESET, UE is not required to monitor any PDCCH candidate on this aggregation level in this search space.
[bookmark: max_cand2]Proposal 15: Replace with  and  with  and  in Section 10.1 of 38.213.
--------------------------------------------------------- Beginning of change -------------------------------------------------------------








If, for a UE, any CCE index for PDCCH candidate with index  with aggregation level  in control resource set  overlaps with any CCE  index for PDCCH candidate with index   with aggregation level  in control resource set , where  , the UE is not expected to monitor the PDCCH candidate with index .
----------------------------------------------------------- End of change ------------------------------------------------------------------
Agreements:
· To adopt the TP for TS38.213 Section 10.1
· [bookmark: _Hlk508544894]Also add one sentence in the spec saying “when the number of REGs is not sufficient for a given aggregation level, the UE is not required to monitor candidates of the given aggregation level”
· Up to spec editor for final wording
=== Start ===
Table 10.1-1: CCE aggregation levels and max number of candidates per CCE aggregation level for Type0/Type0A/Type2-PDCCH common search space
	CCE Aggregation Level
	Number of Candidates

	4
	4

	8
	2

	16
	1


=== End ===
11	Remove Additional CORESET Configuration from RMSI
Currently RMSI is allowed to configure another CORESET in addition to the CORESET0. According to the agreements below, although this CORESET can be different from CORESET0, it is still within CORESET0. Therefore, this CORESET becomes redundant. Our standpoint is that the configuration of this CORESET can be removed from RMSI. The benefit is that size/budget of RMSI can be reduced.
Agreements:
· CORESET configured by RMSI is confined within the initial active DL BWP
[bookmark: rmv_coreset]Proposal 16: Remove the configuration for the additional CORESET that is configured within CORESET 0 from RMSI.
12	CORESET Adaptation
CORESET adaptation refers to the scenario that an RMSI CORESET in the initial DL BWP collides with a UE-specific configured CORESET with relatively larger bandwidth in the other BWP. When CORESET adaption occurs, a search space set from CORESET 0 may collide with a search space set from the other CORESET. In this case, network may choose to do nothing to prevent PDCCHs from the two CORESETs from blocking each other. Then, PDCCH collision may occur and UE may end up detecting nothing from either CORESET. 
In our opinion, network should at least avoid the collision between the Type0 common search space set in CORESET 0 and any search space set from the larger bandwidth CORESET. This is because Type0 common search space is always used at least to transmit the RMSI and it will block the wider band search space. In particular, network can reduce the bandwidth size of UE-specific RRC configured CORESET for the colliding search space set occasion to exclude CCEs of Type0 search spaces of the CORESET 0.
Compared to Type0 search space, Type0A/1/2 search spaces are less utilized and handling against them can be relaxed. We can consider reducing the size of UE-specific RRC configured CORESET only when monitoring periodicity of the common Type0A/1/2 search spaces is larger than a threshold (e.g. 4 slots), otherwise network does nothing and allow the search spaces to collide (sparser monitoring periodicity implies that the search space most likely be utilized for the configured occasions). However, this may not be critical to be adopted.


[bookmark: coreset_adapt1]Proposal 17: For CORESET adaption, when a common search space from initial DL BWP collides with a UE-specific RRC configured search space from another BWP
· the bandwidth size of UE-specific RRC configured CORESET is reduced for the colliding search space set occasion to exclude CCEs of Type0 search spaces of the CORESET 0.
CORESET adaptation effectively increases the number of CORESET configured for the UE. In order not to increase the complexity unnecessarily, at most one adaptive CORESET should be allowed.
[bookmark: coreset_adapt2]Proposal 18: UE is not expected to have more than one adaptive UE-specific RRC configured CORESET.
13	PDCCH Monitoring for DCI Format 2_1 
It was agreed in the RAN1 92 meeting that UE only monitors DCI format 2_0 in the first of two PDCCH candidates of the configured aggregation level. The benefit is that SFI can be decoded as quickly as possible. There is a similar need for the prompt decoding of DCI 2_1 for the INT-RNTI. Therefore, we propose to monitor INT-RNTI in the similar way to that for SFI-RNTI. 
RAN1 92 agreements for DCI format 2_1:
Agreements:
· For the CSS which a DCI format 2_0 is configured to be monitored on, the UE will only monitor the first one or two (from SFI configuration) PDCCH candidates of the configured aggregation level for DCI format 2_0
Agreements:
· If a configured DCI format 2_0 is not received, PDCCH monitoring is performed till the next configured DCI format 2_0 monitoring occasion
[bookmark: dci_21][bookmark: _Hlk510808515]Proposal 19: For the CSS which a DCI format 2_1 is configured to be monitored on, the UE will only monitor the first one or two PDCCH candidates of the configured aggregation level for DCI format 2_1. If a configured DCI format 2_1 is not received, PDCCH monitoring is performed till the next configured DCI format 2_1 monitoring occasion.
14	Partial Overlap between Search Space Sets
Current search space RRC configuration allows partial overlap between different search space occasions within the CORESET. In reality the partial overlap could be rather harmful because partially overlapped CCEs are counted separately. This should be a side effect of too flexible way of RRC signaling rather than allowed configuration from practical needs. Therefore, we have the following proposal.
[bookmark: partial_overlap]Proposal 20: UE is not expected to be configured with partially overlapped search space occasions in the same CORESET.
15	Conclusions 
In this contribution, we have discussed the remaining issues on CORESET and search space and have made the following proposals:
Proposal 1: Use a bitmap to configure the PDCCH search space monitoring offset within the periodicity. Number of bits in the bitmap is equal to the monitoring periodicity. Each bit in the bitmap corresponds to a slot in the PDCCH monitoring periodicity and indicates whether UE monitors PDCCH in the slot or not.
Proposal 2: For BD limit with cross-carrier scheduling
· For Case 1-1, split the single-carrier BD limit into a CSS portion and a UESS portion. For BD limit with cross-carrier scheduling, only the UESS portion is increased while the CSS portion remains the same as that of single-carrier scheduling. For cross-carrier scheduling with up to  CCs, the UESS portion BD limit increases linearly with the number of CCs. For cross-carrier scheduling with more than 4 CCs, BD limit for a UE in a slot depends on the explicit UE capability.
· For Case 1-2, do not support cross-carrier scheduling.
· For Case 2, BD limit is same as that of Case 1-1.
Proposal 3: For Case 2, all UEs support channel estimation capability for following numbers of CCEs for a given slot per scheduled cell
· 56 CCEs for SCS = 15kHz and SCS = 30kHz
· 48 CCEs for SCS = 60kHz
· 32 CCEs for SCS = 120kHz
Proposal 4: CCE limit in CA is specified by the following rules
· For CA with up to 4 CCs, maximum number of CCEs per slot for a UE depends on the number of configured CCs.
· For CA with more than 4 CCs, maximum number of CCEs for a UE depends on the explicit UE capability.
· The UE capability signaling for PDCCH CCEs in CA is integer value from {4, …, 16}.
Proposal 5: For CCE limit with cross-carrier scheduling
· For Case 1-1, split the single-carrier CCE limit into a CSS portion and a UESS portion. For CCE limit with cross-carrier scheduling, only increase the UESS portion while remain the CSS portion the same as that of single-carrier scheduling. For cross-carrier scheduling with up to  CCs, the UESS portion CCE limit increases linearly with the number of CCs. For cross-carrier scheduling with more than 4 CCs, CCE limit for a UE in a slot depends on the explicit UE capability.
· For Case 1-2, do not support cross-carrier scheduling.
· For Case 2, the CCE limit is same as that of Case 1-1.
Proposal 6: UE assumes no SSB is transmitted in REs used for the reception of Type0/0A/1/2 PDCCH candidates that are configured by PBCH and its associated RMSI or configured by the common PDCCH configuration in the RRC reconfiguration message. For PDCCHs in a UE-specifically configured search space including Type3 CSS and PDCCHs in UE-specific search space sets, if the PDCCH decoding candidate has a CCE overlapped, even partially, with the transmitted SSB as indicated, the UE is not required to monitor the PDCCH with the decoding candidate.
Proposal 7. NR PDCCH adopts a nested structure.
· Nested search space is defined within a CORESET.
· Each CSS associated with the CORESET has its own nested structure.
· UESS(s) associated with the CORESET have a combined nested structure.
Proposal 8. NR PDCCH nested search space is constructed as described.
· Nested from AL8
· Hash the AL8 candidates using agreed hashing function
· If higher or lower AL has a larger footprint in CCE, pseudo AL candidate(s) are added.
· If AL 16 is configured, AL 16 candidates are randomly selected over the footprint of the AL8 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL8 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
· Lower AL candidates are randomly selected under the footprint of the AL8 candidates (including pseudo candidate(s))
· The same hashing function can still be applied.
· Stitch all the CCEs selected from the AL8 candidates and renumber them for the purpose of hashing and apply the agreed hashing function
Proposal 9: Overbooking is not supported for CCE or BD.
Proposal 10: Confirm the working assumption that the reset of the hashing function update is per radio frame.
Proposal 11: If DCIs with  () different sizes can be mapped to a PDCCH candidate,  blind decodes should be counted for the PDCCH candidate.
Proposal 12: PDCCH candidates having different scrambling seeds are counted as separate blind decodes. PDCCH candidates having the same DCI payload size, the same scrambling seed and comprised by the same set of CCE(s) in the same CORESET count as one blind decode.
Proposal 13: Replace “PDCCH candidate” with “blind decode” in Section 10.1 of 38.213 where the specification intends to specify the BD limit.
Proposal 14: Address the RAN1 92 agreement in specification that “when the number of REGs is not sufficient for a given aggregation level, the UE is not required to monitor candidates of the given aggregation level”.
· If the number of CCEs of a CORESET is less than an aggregation level configured with at least one PDCCH candidate to a search space in the CORESET, UE is not required to monitor any PDCCH candidate on this aggregation level in this search space.
Proposal 15: Replace with  and  with  and  in Section 10.1 of 38.213.
Proposal 16: Remove the configuration for the additional CORESET that is configured within CORESET 0 from RMSI.
Proposal 17: For CORESET adaption, when a common search space from initial DL BWP collides with a UE-specific RRC configured search space from another BWP
· the bandwidth size of UE-specific RRC configured CORESET is reduced for the colliding search space set occasion to exclude CCEs of Type0 search spaces of the CORESET 0.
Proposal 18: UE is not expected to have more than one adaptive UE-specific RRC configured CORESET.
Proposal 19: For the CSS which a DCI format 2_1 is configured to be monitored on, the UE will only monitor the first one or two PDCCH candidates of the configured aggregation level for DCI format 2_1. If a configured DCI format 2_1 is not received, PDCCH monitoring is performed till the next configured DCI format 2_1 monitoring occasion.
Proposal 20: UE is not expected to be configured with partially overlapped search space occasions in the same CORESET.
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