Page 1

3GPP TSG RAN WG1 Meeting #92bis















R1-1804747
Sanya, China, April 16th – 20th, 2018

Source:
Intel Corporation

Title:
On Scenarios, Traffic Models and Performance Metrics for eV2X Evaluations
Agenda item:
7.5.1
Document for:
Discussion and Decision

1 Introduction

In this contribution, we discuss evolved V2X (eV2X) use cases described in [1]-[2] and provide our views on scenarios, traffic models and performance metrics for evaluation and NR V2X system design. Our views on eV2X channel modeling are summarized in our companion contribution [3].
2 eV2X Use Cases

In [1]-[2], eV2X use cases are grouped into platooning, advanced driving, extended sensor sharing and remote driving. Among these four groups, the remote driving requires Uu connection to cellular network and thus NR URLLC framework is expected to be leveraged while any eV2X specific changes can be made. The first three use cases can be enabled based on sidelink and downlink/uplink communication.
Analyzing technical requirements for platooning, advanced driving and extended sensor sharing use cases (see Annex A), it can be seen that advanced driving and extended sensor sharing have more stringent requirements in terms of latency, range, reliability and packet size. In addition, we observe that platooning can be considered as a subset of advanced driving and extended sensor sharing use cases that are more general ones. Therefore, for radio-layer studies, we suggest to reduce amount of use cases/scenarios being evaluated, while not limiting the technology in terms of required radio-layer functionality.
Proposal 1
· For sidelink eV2X evaluations and design, focus on advanced driving and sensor sharing use cases.
3 eV2X Deployments Scenarios
3.1 eV2X Deployment Layouts

In LTE Rel.14, two deployment scenarios have been used for analysis of day one V2X applications: Freeway and Urban scenarios [LTE-V2X [4]]. The layout and road configurations from these scenarios were agreed for system level evaluation of eV2X use cases. In [3], we discuss channel modeling framework applicable to these scenarios.

3.2 Spectrum Considerations
3.2.1 Frequency Ranges and Carrier Frequencies

The following system bandwidths are proposed for the purpose of system level evaluations of eV2X use cases:

Table 1: Aggregated system bandwidths for eV2X evaluations

	
	Low Frequency Range
	High Frequency Range

	Aggregated system BW
	Up to 200 MHz (DL+UL)

Up to 100 MHz (SL) 
	800 MHz (DL+UL)

400 MHz (SL) - up to 1-2 GHz can be considered for analysis


Note: Indicated values are provided solely for the purpose of initial eV2X evaluations and do not imply any restriction on ITS spectrum demands and allocations.
Proposal 2
· Aggregated system bandwidths provided in Table 1 are used for eV2X system level studies.
3.2.2 Simulation Bandwidth

For sidelink eV2X evaluations full system bandwidth should be modelled given that half duplex and in-band/out-of-band emissions problems need to be carefully analyzed.
For downlink and uplink eV2X evaluations, reduced simulation bandwidth can be considered, if there is no loss of generality of the proposed design options in terms of the overall system performance and accurate observations can be made with reduced simulation bandwidth.

Proposal 3
· For realistic assessment of design options, use system bandwidth for sidelink system level evaluations.

3.3 Node Types for eV2X Studies
There are different types of vehicles on the roads (e.g. truck, passenger cars, buses, etc.). Realistic system level studies may need to consider different types of vehicles, such as for example passenger cars and trucks, where trucks are likely to have more detrimental effect on signal propagation characteristics due to increased signal blockage effects. However, modeling of trucks will impose extra complexity for analysis and thus it is not recommended although should be considered in design proposals or system level solutions.
Proposal 4
· Do not model mixed types of vehicles to simplify eV2X system level evaluations.
· Take into account potential impact from different vehicle types (e.g. trucks) in system design and solutions.

Based on analysis of eV2X use cases in [1]-[2], we do not see many scenarios covering support of pedestrians UEs. Evaluation of eV2X scenarios with pedestrians UEs can be considered with lower priority but not precluded by system design.
Proposal 5
· If pedestrian UEs are considered in eV2X evaluations, reuse UE drop and traffic model assumptions from the 3GPP TR 36.885 [4]
Regarding infrastructure nodes and considering emerging multi-access edge computing technologies, the benefits that can be provided by UE-type and gNB-type RSUs need to be separately evaluated. On the other hand in order to reduce amount of studies it is desirable to come up with a single/common deployment scenario for UE- or gNB-type RSUs.
Proposal 6
· Analyze deployments with UE- and gNB-type RSUs.

3.4 User Drop Model

For V2V channel modeling aspects (e.g. blockage), the antenna placement and vehicle dimensions need to be defined. For eV2X evaluations, we propose to model only one type of cars, having the same dimensions. The typical vehicle length and height can be taken from [5]. Selected vehicle dimensions are provided in Table 2. For pedestrians, we propose not to model these channel modeling effects and thus there is no need to define their dimensions.
Table 2: Proposed vehicle dimensions

	
	Length, m
	Width, m
	Height, m

	Vehicle
	4.8m
	1.55m
	1.5m

	Pedestrian
	Not modeled


Vehicle drop procedure in [4] needs to be revised to consider vehicle physical dimensions, otherwise it may results in non-feasible vehicle disposition on the road in the same lane. In order to avoid this, we propose to use Poisson distribution to determine the distance between vehicles taking into account their dimensions. In new approach either, the minimum distance can be always directly added or vehicle can be re-dropped if minimum distance is not satisfied.

The definition of the clearance distance is shown in Figure 1.
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Figure 1.Vehicle-to-vehicle time spacing measures

The 2.5s MTAD used for LTE Rel.14 analysis is a bit conservative for the advanced ADAS systems. According to [6], adaptive cruise control (ACC) system may achieve time gap values in the range [0.8, …, 2.2]s, while cooperative ACC system may provide safe driving in even more dense environments with time gap values up to 0.6s [7]. Therefore we propose to reduce mean time gap from 2.5s to the value in the range [1.5s, 2s] at least for Freeway deployment scenario. The minimum distance between vehicles can be also alternatively determined from time gap equal to 0.6s.

Proposal 7
· Define vehicle dimensions as provided in Table 2 for eV2X evaluations.

· Introduce minimum distance b/w vehicles taking into account vehicle dimensions (e.g. at least 7.8m headway).
· For Freeway scenario specify new MTAD value in the range from 1.5 to 2s to reflect improved traffic efficiency of advanced driving autonomous systems.
3.5 UE Mobility Model

Vehicle mobility may have significant impact on system-level performance. In LTE Rel-14 evaluation methodology [4] vehicle mobility was applied in system level evaluations. For NR eV2X study, we propose to explicitly model vehicle mobility assuming the same vehicle speed during full simulation time. Considering the relatively short modeling time (e.g. in the order of tens seconds), the detailed mobility model, e.g. car-following model is not needed for radio-layer system-level evaluation. Details of mobility modeling are described in our companion contribution [3].
Proposal 8
· Vehicle mobility is explicitly modelled in eV2X evaluations.
3.6 RSU Deployment

Consensus on gNB nodes deployment for both Freeway and Urban scenarios has been achieved during [90-30] RAN1 e-mail discussion [14]. Here, we confirm gNB deployment assumptions agreed in [14] and further discuss details of gNB-Type and UE-Type RSU deployment.

The gNB-Type RSUs may be deployed along the road. In terms of deployment, gNB-Type RSU and UE-Type RSU may have similar deployments. For example, antenna height of the both node types is the same and equal to 5m. In order to minimize simulation efforts, we propose to use the same deployment for both gNB-Type and UE-Type RSUs as it is shown in Figure 2-a and Figure 2-b for Freeway and Urban scenario accordingly.
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	a) Freeway Scenario
	b) Urban Scenario


Figure 2. RSU Deployment for a) Freeway Scenario; b) Urban Scenario

In Freeway scenario, RSUs are placed along the road at the distance of d=1 meter from roadway at both sides with inter-RSU distance D=100 meters. It should be noted, that to preserve wrap around property, the inter-RSU distance D should be multiple of the overall simulated road length.
In Urban scenario, equidistant RSU deployment along horizontal and vertical roads can be used for evaluation as it is shown in Figure 2-b. In this case, part of the RSUs (e.g. RSU1-RSU3) is deployed at the roads intersections, while remaining RSU nodes are placed equidistantly at the different sides of the roads with the following RSU-RSU distances: D1 = 250/2≈ 125m and D2 = 433/4≈ 108.25m.
Proposal 9
· Use common deployments for gNB-type and UE-type RSUs to reduce amount of scenarios.

· Equidistant RSU deployment is used for Freeway (D = 100 m) and Urban (D1 = 125m and D2 = 108.25m) scenarios.
4 eV2X Traffic Models
Use cases described in [2] assume support of broadcast, groupcast and unicast communication with periodic and event triggered traffic. One of the common characteristics of eV2X traffic is low latency and high reliability.

In this section, we provide our views on traffic models for eV2X evaluations. We would like to notice that periodic traffic is one of the dominant traffic models as described in [2]. In addition, event triggered and video-streaming traffic models need to be considered / supported by system according to requirements.
4.1 Periodic Traffic
Majority of advanced driving and sensor sharing use cases assume periodic traffic model. During RAN1 email discussions [13]-[15], different options to model periodic traffic were discussed. In our view, the following traffic model can be suitable to model quasi periodic V2V traffic in case when sensor sharing applications exchange information about detected objects:

Tk = ΔT·k + J(Tk) + T0;
D(Tk) = H + DO·N(Tk).
The notations of the above equation describing periodic eV2X traffic model are summarized in Table 3.
Table 3. Notations for periodic eV2X traffic model.
	Tk – time instance of the kth packet;
	Random time value of the kth packet arrival

	T0 – random time offset for the first arrived packet;
	Random time value, uniformly distributed in interval [0; ΔT)

	ΔT – average message generation rate;
	ΔT – fixed value {e.g. 100, 20 ms}

	J(Tk) – is the jitter component of the kth arrived packet;
	Truncated Gaussian Distribution with the following parameter:
(e.g. <J> = 0 and STD(J) = 0.0530 ms)

	D(Tk) – packet size of the kth generated message/packet;
	Random value of packet size

	H – constant packet header size;
	Fixed payload value containing at least:

– 40 bytes of Header and Originating vehicle data [8] 
– 128 bytes of Sensors Field of View (16 sensors x 8 bytes each) information

	DO – average size per detected object (perceived object descriptor) in bytes;
	Fixed value from the range of values reported in literature, i.e between 30 bytes [8] and 60 bytes [9]. 

	N(Tk) – number of detected (perceived) objects
	The random value in [0 .. 127] range which generated using e.g. Truncated Sampled Gaussian Distribution with the following example parameters:

<N> = N0 {8, 16, 32, 64, 96} and STD(N) = {0.383, 0.48, 0.63, 1, 1.3}


The presented above quasi periodic traffic model includes the following variable components:

1) Jitter of packet arrival (J) – characterizes deviation of inter-packet arrival time. In practical systems the value of jitter is heavily dependent on multiple implementation aspects including utilized hardware/software architectures and processing tasks involved and thus it is expected to be addressed by implementation. At the same time, the presence of the small jitter may not be fully avoidable. In order to analyze potential jitter values, we analyzed timestamp statistics of object detection system from four synchronized lidars. The results of this analysis are shown in Figure 3. For given system, our analysis shows that timestamp jitter is relatively small and time difference of packet arrival for about 99% of packets is bounded by ~+/- 0.2ms. It is also understood that from implementation perspective it is desirable to minimize jitter as much as possible on the other hand there may be some practical implementation bounds and constraints in the design. In general this aspect requires more careful considerations and additional analysis.
2) Packet size variation (N) – The packet size variation is another important statistics. In general, we do not observe significant variation of the object detection at the timescales of up to hundreds of ms. The number of detected objects and its variation in time is likely to be dependent on vehicle speed and deployment density, however the deviation at small timescales intervals is not expected to be significant. These observations are especially valid for highway scenarios, while for urban deployments, vehicles approaching intersections are likely to detect more objects, however it does not affect much the timescale of object variation itself.
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Figure 3: Statistics of jitter and number of detected objects– analysis of Lidar data
Based on discussion and analysis, we observe that effect of jitter is heavily dependent on implementation aspects and in general can be minimized/reduced by proper system design till certain limit. For analysis of eV2X communication systems, we may assume small jitter values that do not significantly affect periodicity of transmission and can be handled by certain time margin. This aspect may require a bit more discussion and technical analysis considering that realistic object detection systems may be more complex comparing to the considered one. In addition, we observe that packet size carrying detected objects may significantly vary in time, however at the micro-timescale (up to hundreds of ms) the variation of packet size is not very high.
Additional open questions with respect to described above periodic traffic model is whether all vehicles can be assumed to have different message generation rates. In general, this question depends on the overall system design and which information is being shared (e.g. from which devices), however from system perspective it is desirable to have common/standardized period used by all vehicles. From this perspective, we do not see motivation to model various message generation rates across different vehicles.
One more open question is how the traffic model above reflects density of the environment. As of now the density of the environment is controlled by MTAD parameters. From general considerations, the higher the vehicle density the more objects is expected to be detected by each vehicle in average. Therefore average number of detected objects should be somehow aligned with the value of MTAD in eV2X evaluation.
For instance, in Freeway scenario for MTAD 2.5 ms and average velocity of 70km/h and 140km/h the amount of moving vehicles in the range of 200m are 50 and 25 objects respectively. Given that not all objects can be reliably detected the reduced amount of shared objects can be considered (40 and 20 shared object respectively). Assuming that each object descriptor contains 40 bytes and then taking into account header (~200bytes) and security payload (~100 bytes), the estimated packet payload size is 1900 and 900 bytes.
For Urban scenario, the number of objects within the field of view of vehicle sensors may vary significantly depending on traffic density, vehicle location, etc. According to the data presented in [10], the amount of road traffic observed in a frontal camera image could be up to 90 objects with typical values within 5…40 objects range. Considering the ability of automated vehicles to detect traffic participants around the vehicle, we could assume the typical number of surrounding objects that could be detected by vehicle in Urban scenario is in 15…100 range depending on the traffic conditions. For eV2X performance evaluations, we propose to assume that 45 and 90 objects in average could be potentially detected by vehicle in Urban scenario with vehicle speed 60 km/h and 15 km/h accordingly. The estimated sensor sharing packet size in these cases would be equal to 2100 and 3900 bytes accordingly.
Proposal 10
· Align value of MTAD with an average number of detected objects in eV2X evaluations to reflect that packet size is proportional to vehicle density.
· Example: Freeway scenario with MTAD 2.5s and 140 km/h – 25 objects (for 70km/h - 50 objects)
Proposal 11
· Use the following periodic traffic model for eV2X evaluations:

· Packet size (mean value) 
· [1000] bytes for Freeway 140km/h 

· [2000] bytes for Freeway 70km/h and Urban 60km/h 

· [4000] bytes for Urban 15km/h
· Packet size update probability is equal to Psize_change = [0.8058]
· Use the following probabilities for the specific object list size variations: P(±3) = [0.0006]; P(±2) = [0.004]; P(±1) = [0.0925];
· Packet generation rate (mean value) – 100ms, 20ms, [10ms] with the same latency requirement
· Jitter characteristics – [0.0530]ms bounded at [+/-0.1] ms (if Jitter is to be considered)
4.2 Event Triggered Traffic

Event triggered traffic is relevant for some of eV2X use cases (collision avoidance, emergency trajectory alignment, vehicle maneuver, lane change). Both traffic types, periodic (e.g. senor sharing) and event triggered may exist at the same time. At the same time, event triggered traffic should not be viewed as a dominant one, as it can appear as a result of certain event distributed in space and time. The timescale for events is expected to be much longer comparing to the message rate of sensor sharing applications. For event triggered traffic, a message generation model is an open question.
For LTE-V2V design, the following event triggered traffic model was agreed: event arrival follows Poisson process with the arrival rate X (up to company choice) per second for each vehicle. Once event is triggered, 6 messages are generated with space of 100ms and packet size of [800] bytes. According to this approach, each event has random arrival time, however generated messages are still periodic. Alternative traffic model is when messages have random arrival time as well. In this case, different Poisson processes can be used for generation of events and for subsequent message generation at the vehicles.
From [2], we do not see sufficient evidence of using one or another message generation model for event triggered traffic that may be heavily dependent on V2X application. At the same time, it is clear that event triggered traffic with periodic message generation needs to be supported (e.g. video-streaming). On the other hand, approach with random message arrival time is a more general one. It has less restrictions in terms of overall system design, however may have more implications on overall radio-layer operation principles and performance (e.g. reliability and efficiency of spectrum utilization).
Independently of packet arrival considerations above, the event triggered traffic is typically characterized by more strict latency and reliability requirements.
One of the typical use cases for event-triggered traffic is a vehicle maneuver coordination (e.g. lane change, trajectory alignment, etc.). In our view, these events can be modelled by Poisson processes (e.g. per vehicle or a group of vehicles). In case of modeling event per group of vehicles, the set of proximate vehicles needs to be analyzed, otherwise event may be generated independently for each vehicle.
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Figure 4. Lane change maneuver
For example, let’s consider the lane change maneuver that is shown in Figure 4, where at least two vehicles A and B within a 100..150 meters range [11] should communicate to align their trajectories and guarantee safe maneuver completion.
According to the lane change statistics provided in [12] in Fig.6, the probability to change a lane per 1km is about 0.15-0.25 per vehicle for average 60-80km/h vehicle speed. Given the knowledge of the vehicle speed, this value may be treated as probability to change a lane during a 1 km travel time (e.g. assuming 70km/h vehicle speed it is a ~51s time interval). As it was discussed above, we may use Poisson process to describe lane change event per vehicle. Therefore, we can calculate the probability to change a lane by a vehicle in a 1 second interval. For example, in Freeway scenario with 70 km/h vehicle speed, average number of events per vehicle per 1 second is equal to 0.0044.
Based on considerations on event statistics and the nature of use cases, we propose the following methodology to evaluate event-triggered traffic:

· Step 1: For each vehicle determine time moment of the maneuver event (e.g. lane change) assuming event distribution follows Poisson distribution with predefined average number of events in 1 second. 
· Step 2: Within a certain communication range R derived from safety requirements (e.g. 100-150 m for lane change use case), additional N vehicles are randomly selected to communicate with the vehicle changing a line.

· If specified vehicles number N could not be selected, the event-triggered traffic is not generated

· Step 3: Selected vehicles communicate for a predefined amount of time. Considering lane change event duration of 2s, vehicles may communicate for 300-500 ms before maneuver.
Based on discussion above we propose to model even triggered traffic as follows:

Proposal 12
· Define event arrival by independent Poisson process for each vehicle
· Average number of events per vehicle per 1s
· Freeway 70km/h and 140km/h - [0.005] and [0.01] respectively

· Urban 15km/h and 60km/h - [0.001] and [0.004] respectively
· Predefined number of vehicles N within predefined communication range R participating in lane change maneuver are randomly selected for traffic generation

· N = [1, 2, 3] can be considered for evaluation

· Max range R = [125]m

· The message generation is based on periodic traffic model with fixed session duration 
· Session duration of a few hundreds [200-300] ms,
· Latency of [5-10]ms 
· Fixed packet size per event, which is down-selected from the range [300-400] bytes.
Considering the spectrum limitations, it needs to be further discussed whether mix of periodic and event-triggered traffic should be jointly evaluated given that it is likely to be a practical scenario where sensor sharing and cooperative maneuver application share the same chunk of spectrum.

4.3 Streaming

Video streaming and local dynamic map sharing are another important types of V2V traffic models. It should be noted that video streaming is a primary traffic model for remote driving, as well as for see-through V2X use cases (which is a sort of event triggered scenario). In addition, cooperative perception environment use cases for high automation levels assume sharing of low resolution preprocessed data or raw data information from sensors (lidars, radars, cameras, etc.) that results in high data rate up to 1Gbps (raw data). The following video streaming models were discussed in [2] and can be used for eV2X evaluations:

· Set 1: 10 Mbps, 30 frames per second (e.g. H.265/ HEVC HD camera).

· Set 2: 100-1000 Mbps raw video data transmission (multiple cameras 1280 x 720, 24 Bit per pixel, 30 fps).
Proposal 13
· Define video-streaming traffic models for evaluation of selected eV2X use cases (e.g. see through, RSU video-broadcasting, etc.)
5 eV2X Performance Metrics
5.1 Metrics for Communication
5.1.1 Overview

Packet reception ratio (PRR) was used as a baseline metric for analysis of V2V communication performance, including average/ring PRR. Besides PRR, characterizing reliability of packet reception at certain communication range, the packet inter-reception (PIR) was captured in [4] as additional metric, however was not extensively analyzed.
In addition, the wireless communication availability and resilience metric (CAR) was agreed by RAN1 in [85-15] email discussion to reflect availability of communication connection.
5.1.2 Additional Performance Metrics

Considering large set of eV2X use cases in [2], the need for additional metrics is a subject of discussion in this section. In our view, the priority should be given to metrics applicable to majority of scenarios rather than define use case specific metrics and scenarios.
Generalization of PRR metric for unicast and groupcast communication
Majority of eV2X use cases on advanced driving and sensor sharing assume broadcast communication, which means that PRR is applicable for analysis of radio layer performance. For groupcast or unicast use cases, PRR metric can be generalized by considering subset of relevant UEs. How to define subset of UEs is subject of joint discussion on use case scenarios and traffic models to be evaluated. In any case, link PRR (PER) can be analyzed only for TX-RX pairs bounded by certain value of radio-distance.
Proposal 14
· Link PRR (PER) is analyzed only for TX / RX pairs within given radio-distance

· FFS radio-distance value

On PRR analysis for various packet sizes

One of the open issues for PRR calculation is whether and how to assess performance for various packet sizes. Possible approaches are to separately collect PRR for different packet sizes (ranges of packet sizes) or do not differentiate it based on packet size. In our view, this question require a bit more discussion and considerations from higher (application) layer perspective. From communication KPI perspective, it is always important to deliver the whole higher layer packet. The packet itself can be segmented into multiple transmissions that may or may not be self-contained (from higher layer perspective). In case if information can be delivered through multiple self-contained sub-packets then upper layer metric can be more suitable to characterize overall system performance. Considering that sensor sharing applications exchange information about detected objects it is reasonable to consider some automotive KPIs for analysis which are transparent to radio-layer aspects of data delivery.
Proposal 15
· From radio layer perspective, PRR as a metric is measured independently of higher layer packet size.
· For analysis/insights, PRR can be separately monitored for different packet sizes.

· PRR is separately analyzed for packets with different reliability and latency requirements, if scenarios with different KPI levels are defined.
Metrics for analysis of persistent collisions
The following metrics are suitable to analyze persistent collisions: packet inter-reception ratio (PIR), packet elapsed time (PET), information age (IA), consecutive packet loss (CPL) as it was discussed in [14]-[15]. In general, all these metrics can be used for analysis. The CPL is simple and can be easily captured and understood for all types of communication and packet transmission rates. The PIR and PET metrics are quite similar with a difference that PET is collected with minimum transmission period while only maximum packet elapsed time (one final measurement) is reported in case of PIR. Another proposed metric is information age (IA). Information age takes into account transmission processing delays, since the reference timestamp is the one that corresponds to data acquisition time. For simplicity of radio-layer studies, we can assume IA timestamp corresponds to packet arrival time to radio-layer buffer. In order to reflect possible system operation with different transmission periods, we can collect IA each transmission period or normalize it per transmission period.
Proposal 16
· In order to analyze impact of persistent collisions additional metrics such as consecutive packet loss (CPL) and information age (IA) are analyzed.
· CPL and IA metrics are collected only if TX and RX are within predefined radio-distance or target communication range.
Latency

For majority of eV2X applications, latency is a target requirement (i.e. input parameter) rather than specific KPI that needs to be monitored and analyzed. It should be noted that PRR definition somewhat assumes that target latency is satisfied at TX side, although it is not explicitly captured in PRR definition. Otherwise PRR should be separately measured for packets with different latency targets. Therefore, we do not see motivation to collect latency statistics unless latency target is satisfied. On the other hand, we do not see any issue to provide latency statistics if deemed necessary. Analytical study of latency is anyway needed and relevant for Uu-based eV2X communication.

Proposal 17
· Latency is considered as a target requirement and its statistics can be optionally presented in sidelink eV2X evaluations.

· Latency is analytically studied for Uu eV2X communication.

Throughput

For analysis of unicast communication, packet throughput can be considered as a KPI (e.g. CDF of packet throughput). This metric can be applicable for analysis of event triggered traffic and needs to be separately analyzed and collected in system level simulations. In addition, the average packet throughput per link can be defined and collected under assumption that radio-distance is within a target communication range.

Proposal 18
· Packet throughput statistics is used for eV2X evaluations to characterize performance of unicast links.
· Packet throughput statistics is separately analyzed for different communication ranges.

Automotive KPIs
For sensor sharing applications each vehicle is expected to exchange information about detected objects. The size of higher layer packet is proportional to the amount of detected/shared objects and can be very large. For V2X system, it is not important how higher layer packets are delivered, however amount of successfully delivered objects by each transmitter is a metric that may more accurately describe automotive KPI. For instance, if V2X application generates packet containing (M) objects, it is important to know how many (N) out of (M) objects were successfully shared. From this perspective, metric characterizing object reception ratio may be considered. In case of object list partitioning, the associated radio-layer overhead should be taken into account in system level evaluations.
Additional automotive KPIs such as sensor coverage range can be also interesting to analyze, however it may complicate eV2X evaluation methodology and does not really characterize radio-layer performance. At the same time it cannot fully characterize V2X system performance given that confidence levels of detected objects are not known at radio-layers. For analysis of sensor coverage range, RAN1 will need to make an assumption/model to determine list of detected/tracked objects vs detection range. It will also require unique object identification and development of rules which objects are supposed to be shared over the air that may clearly complicate radio-layer studies.
Proposal 19
· Further discuss the need of using automotive KPIs for eV2X radio-layer evaluations, e.g. object reception ratio, sensor coverage range.
· Send LS to 5GAA and other organizations working on automotive applications to check their views/input on automotive KPIs if later are defined by RAN1 WG.
5.2 Metrics for Positioning

For system level analysis of eV2X sidelink ranging and positioning performance, additional metrics should be introduced. In particular, the following metrics are proposed for evaluations:

· CDF of timing estimation error or distance measurement error
· At link level it can be represented by CDF measured at given set of SNR points
· At system level it needs to be defined which measurements are included to CDF (i.e. measurements from which nodes to be collected, e.g. measurements from all nodes with pathgain higher than threshold or measurements from all nodes within certain range, etc.)
· CDF of positioning error

· Positioning error is separately analyzed along and across road as well as overall error
· CDF percentiles for positioning error such as 5%, 50% and 95%

Sidelink positioning studies can be conducted for standalone scenario or in combination with non-3GPP technologies (e.g. GNSS). In later case, GNSS error model needs to be defined. For GNSS error modeling, we propose to use the following distribution that was derived based on analysis of field measurements in Urban and Freeway type of deployments:
	[image: image9.emf]0 5 10 15 20 25 30 35 40 45

Positioning Error, m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C

D

F

Freeway Scenario

Absolute GPS Positioning Error CDF

Measurements

Approximation,  =5.45


	[image: image10.emf]0 5 10 15 20 25 30 35 40 45

Error, m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C

d

f

Urban Scenario

Absolute GPS Positioning Error CDF

Measurements

Approximation,  =9.98




Figure 5: CDF of positioning error – field measurements
For simplicity of evaluation, we also propose to neglect the effect of spatial correlation of GNSS positioning error.
Proposal 20
· Use CDF of distance (timing estimation) error and absolute positioning error for eV2X evaluations

· For evaluations, in combination with GNSS technologies apply the following GNSS error model:

· Urban scenario: Gaussian distribution of the 2D positioning error E with mean(E) = 11.8 m,  std(E) = 9.98m
· Freeway scenario: Gaussian distribution of the 2D positioning error E with mean(E) = 6.3 m,  std(E) = 5.45m
6 eV2X Link Level Evaluation Assumptions
In previous sections, we have provided our views on eV2X system level evaluation methodology. In this section we discuss link level parameters to be applied for link level studies except channel modeling aspects that are discussed in our companion contribution [3].
The following set of link level parameters were proposed in [14] for link level evaluations. In our view majority of these parameters are solution dependent although it is clearly desirable to have alignment on at least subset of parameters. At RAN1#92, it was agreed each company is expected to clarify many of link level parameters. In our view each parameter needs to be reviewed one-by-one and further discussion is needed whether parameter can be left up to company decision or should be defined by evaluation methodology.
Evaluation parameters:
· Carrier frequency

· Should be part of eV2X evaluation methodology. Values proposed in this contribution can be used for different types of links.

· PHY packet size

· Packet size should be part of eV2X evaluation methodology. It is not necessary to be a “PHY packet size” or at least clarification on the meaning of “PHY packet size” is needed. We propose to rename parameter to “Packet size”.

· Channel model (e.g. fast fading)

· Should be part of eV2X evaluation methodology. Channel models proposed in [3] can be used for analysis.

· Channel codes (for control and data channels)

· Can be left up to the proponent of specific solutions. Effective code rates may be fixed instead.

· Modulation and code rates (for control and data channels)

· Can be left up to the proponent of specific solutions

· Signal waveform (for control and data channels)

· Can be left up to the proponent of specific solutions. Waveforms supported by NR system are baseline.

· Subcarrier Spacing

· Can be left up to the proponent of specific solutions. SCSs values defined by NR system are baseline.
· CP length

· Can be left up to the proponent of specific solutions. CP lengths defined by NR system are baseline.

· Frequency synchronization error

· Should be part of eV2X evaluation methodology. Uniform distribution within +/- 0.1ppm for both TX and RX.

· Time synchronization error 
· Should be a part of eV2X evaluation methodology. 

· Channel estimation (e.g. DMRS pattern and symbol location)

· Practical channel estimation should be part of eV2X evaluation methodology. Implementation details are provided by proponents

· Number of retransmission and combining (if applied)

· Implementation details are provided by proponents

· Number of antennas (at UE and BS)

· Should be a part of eV2X evaluation methodology.

· Transmission diversity scheme (if applied)

· Implementation details are provided by proponents

· UE receiver algorithm

· Implementation details are provided by proponents. Baseline receiver is MMSE-IRC.
· AGC settling time and guard period for TX/RX switching
· Should be a part of eV2X evaluation methodology. Requires input from RAN4 WG
· EVM (at TX and RX)

· Should be a part of eV2X evaluation methodology. Refer to values defined in TS 38.101-1 and 38.101-2.
· Relative vehicle speed

· Should be a part of eV2X evaluation methodology. The following relative speed values are proposed [60 km/h, 240 km/h, 550 km/h].
· TX PA non-linearity model

· Should be a part of eV2X evaluation methodology. Requires input from RAN4 WG in case if RAN1 has relevant studies
· TX/RX phase noise model (targeting high frequency band)
· Should be a part of eV2X evaluation methodology. Requires input from RAN4 WG
Performance metrics

· PER for SNR and SIR scenarios. 

· SIR statistics is fixed by RAN1 or derived from SLS
· PER for SNR and SIR scenarios. 

· Synchronization accuracy for FO and TO (e.g. CDF of FO and TO estimation errors vs SNR for synchronization and ranging analysis).
Proposal 21
· Agree on the above list of link level parameters and metrics for eV2X link level evaluations
· Re-discuss the list of link level parameters to decide which parameters can be left up to company decision and which need to be defined by evaluation methodology 

7 Conclusions

In this contribution, we provided our views on eV2X system and link level evaluation methodology and suggest to discuss and define eV2X evaluation methodology based on proposals made in this contribution.
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Annex A – eV2X Requirements

In this section, we provide summary of technical requirements (as captured in [1]) for four identified groups of eV2X use cases.
Table 5.2-1 Performance Requirements for Vehicles Platooning 

	Communication scenario description
	Req #
	Payload (Bytes)
	Tx rate (Message/ Sec)
	Max end-to-end latency

(ms)
	Reliability (%)

(NOTE 5)
	Data rate (Mbps)
	Min range (meters)

(NOTE 6)

	Scenario
	Degree
	
	
	
	
	
	
	

	Cooperative driving for vehicle platooning Information exchange between a group of UEs supporting V2X application.
	Lowest degree of automation
	[R.5.2-004]
	300-400

(NOTE 2)
	30
	25
	90
	
	

	
	Low degree of automation
	[R.5.2-005]
	6500

(NOTE 3)
	50
	20
	
	
	350

	
	Highest degree of automation
	[R.5.2-006]
	50-1200

(NOTE 4)
	30
	10
	99.99
	
	80

	
	High degree of automation
	[R.5.2-007]
	
	
	20
	
	65

(NOTE 3)
	180

	Reporting needed for platooning between UEs supporting V2X application and between a UE supporting V2X application and RSU.
	N/A
	[R.5.2-008]
	50-1200
	2
	500
	
	
	

	Information sharing for platooning between UE supporting V2X application and RSU.
	Lower degree of automation
	[R.5.2-009]
	6000

(NOTE 3)
	50
	20
	
	
	350

	
	Higher degree of automation
	[R.5.2-0010]
	
	
	20
	
	50

(NOTE 3)
	180

	NOTE 2: This value is applicable for both triggered and periodic transmission of data packets
NOTE 3: The data that is considered in this V2X scenario includes both cooperative manoeuvres and cooperative perception data that could be exchanged using two separate messages within the same period of time (e.g., required latency 20ms)
NOTE 4: This value does not include security related messages component
NOTE 5: Sufficient reliability should be provided even for cells having no value in this table
NOTE 6: This is obtained considering UE speed of 130km/h. All vehicles in a platoon are driving in the same direction


Table 5.3-1 Performance requirements for advanced driving

	Communication scenario description
	Req #
	Payload (Bytes)
	Tx rate (Message/Sec)
	Max
end-to-end latency (ms)
	Reliability (%)
(NOTE3)
	Data rate (Mbps)
	Min range (meters) 

(NOTE 4)

	Scenario
	Degree
	
	
	
	
	
	
	

	Cooperative collision avoidance between UEs supporting V2X applications.
	[R.5.3-001]
	2000

(NOTE 5)
	100
(NOTE 5)
	10
	99.99
	10

(NOTE 1)
	

	Information sharing for automated driving between UEs supporting V2X application.
	Lower degree of automation
	[R.5.3-002]
	6500

(NOTE 1)
	10
	100
	
	
	700

	
	Higher degree of automation
	[R.5.3-003]
	
	
	100
	
	53

(NOTE 1)
	360

	Information sharing for automated driving between UE supporting V2X application and RSU
	Lower degree of automation
	[R.5.3-004]
	6000

(NOTE 1)
	10
	100
	
	
	700

	
	Higher degree of automation
	[R.5.3-005]
	
	
	100
	
	50

(NOTE 1)
	360

	Emergency trajectory alignment between UEs supporting V2X application.
	[R.5.3-006]
	2000

(NOTE 5)
	
	3
	99.999
	30
	500

	Intersection safety information between an RSU and UEs supporting V2X application.
	[R.5.3-007]
	UL: 450
	UL: 50
	
	
	UL: 0. 25 DL: 50

(NOTE 2)
	

	Cooperative lane change between UEs supporting V2X applications.
	Lower degree of automation
	[R.5.3-008]
	300-400
	
	25
	90
	
	

	
	Higher degree of automation
	[R.5.3-009]
	12000
	
	10
	99.99
	
	

	Video sharing between a UE supporting V2X application and a V2X application server. 
	[R.5.3-010]
	
	
	
	
	UL: 10
	

	NOTE 1:
This includes both cooperative manoeuvers and cooperative perception data that could be exchanged using two separate messages within the same period of time (e.g., required latency 100ms).
NOTE 2:
This value is referring to a maximum number of 200 UEs. The value of 50 Mbps DL is applicable to broadcast or is the maximum aggregated bitrate of the all UEs for unicast.
NOTE 3:
Sufficient reliability should be provided even for cells having no values in  this table 

NOTE 4: 
This is obtained considering UE speed of 130km/h. Vehicles may move in different directions.

NOTE 5: 
These values are based on calculations for cooperative maneuvers only.


Table 5.4-1 Performance requirements for extended sensors

	Communication scenario description
	Req #
	Payload (Bytes)
	Tx rate (Message /Sec)
	Max 
end-to-end

latency

(ms)
	Reliability (%)
	Data rate (Mbps)
	Min required communication range (meters)

	Scenario
	Degree
	
	
	
	
	
	
	

	Sensor information sharing between UEs supporting V2X application
	Lower degree of automation
	[R.5.4-001]
	1600
	10
	100
	99
	
	1000

	
	Higher degree of automation
	[R.5.4-002]
	
	
	10
	95
	25
(NOTE 1)
	

	
	
	[R.5.4-003]
	
	
	3
	99.999
	50
	200

	
	
	[R.5.4-004]
	
	
	10
	99.99
	25
	500

	
	
	[R.5.4-005]
	
	
	50
	99
	10
	1000

	
	
	[R.5.4-006]

(NOTE 2)
	
	
	10
	99.99
	1000
	50

	Video sharing between UEs supporting V2X application
	Lower  degree of automation
	[R.5.4-007]
	
	
	50
	90
	10
	100

	
	Higher degree of automation
	[R.5.4-008]
	
	
	10
	99.99
	700
	200

	
	
	[R.5.4-009]
	
	
	10
	99.99
	90
	400

	NOTE 1: This is peak data rate.

NOTE 2: This is for imminent collision scenario.


Table 5.5-1 Performance requirements for remote driving

	Communication scenario
	Req #
	Max end-to-end latency (ms)
	Reliability (%)
	Data rate (Mbps)

	Information exchange between a UE supporting V2X application and a V2X Application Server
	[R.5.5-002]
	5
	99.999
	UL: 25

DL: 1
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