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1 Introduction

In RAN1 #92 meeting[1], the following agreements on search space set for NR-PDCCH have been made.
	Agreements:

· Confirm the value for Case 1-2. X=0 and Y=0 for Case 2. No consensus on additional Case 2’.

Max no. of PDCCH BDs per slot
SCS
15kHz

30kHz

60kHz

120kHz

Case 1-1
44
36
22
20
Case 1-2
[44]
-

Case 2
[44+X]
[36+Y]
[22+Y]
[20]
Agreements:

· The number of CCEs for PDCCH channel estimation which refers to the union of the sets of CCEs for PDCCH candidates to be monitored, regardless of which REG-bundle size or precoder granularity.
· Overlapped CCEs associated with different CORESETs are counted separately.
· Overlapped CCEs associated with different PDCCH starting symbols with the same or different search space sets with the same CORESET are counted separately.
· Overlapped CCEs associated with same or different search space sets with the same PDCCH starting symbol associated with the same CORESET are counted one.
Note: in the above, the overlapping CCEs for candidates for a given search space set with different starting symbols are assumed to be supported.
Agreements:

· The UE capability signaling for PDCCH BDs in CA is integer value from {4, …, 16}.

· Discuss further whether or not to restrict the combination of the number of CCs that a UE can support vs. the number of PDCCH BDs indicated via UE capability signalling

Agreements:

· Specify PDCCH candidate mapping rules. 

· PDCCH candidates are mapped to search-space-sets until either or both limit(s) of (number of blind decodes, CCEs for channel estimation) is/are met at least with the following rule

· SS type order, e.g. CSS  before USS 

FFS: further rule within a search space set/type

Agreements:

· Confirm the following working assumption, with updates:

· At least for case 1-1 and case 1-2, all UE supports channel estimation capability for following numbers of 48 CCEs for a given slot per scheduled cell

· 56 CCEs for SCS = 15kHz and 30kHz
· 48 CCEs for SCS = 60kHz
· 32 CCEs for SCS = 120kHz
· FFS: cross-carrier scheduling

· FFS: wideband RS

· FFS: overbooking and/or nested structure

· FFS: exceptional case of CCE counting

FFS: for case 2


In this contribution, we will discuss and make proposals for the remaining issues in the search space design for NR-PDCCH. This includes aspects for UE blind detection, the search space design, and PDCCH mapping rules.

2 Limitation of complexity for UE PDCCH blind decoding and PDSCH decoding 

In NR, the UE can be configured with multiple search space sets on the active DL BWP on each activated serving cell, with multiple search spaces being associated with one or more CORESET(s). Different DCI formats may require different monitoring periodicities or monitoring occasions, e.g. to support different services. The UE may need to be configured to monitor the PDCCH in different search space sets. When the UE has detected a PDCCH in a search space and the PDCCH contains a DL scheduling DCI, it should then decode this data of the PDSCH based on the contents of the resource allocation field in the DCI. The time domain resources may consist of multiple symbols in one or more slots. During the PDSCH decoding, the UE should still monitor the PDCCH in other search spaces. That means that the UE should decode data in both the PDSCH and PDCCH(s) at the same time. This results in high complexity for the UE and RAN1 need to find solutions to relax these requirements.
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Figure 1 - Decode data in the PDSCH and blind detection of PDCCH(s) at the same time
Considering power saving and the limitation of the hardware processing capability at the UE side, a possible solution is to limit the UE functionality. There are two possible rules to be captured in the specifications:
1. If UE had detected a PDCCH in a search space and starts to decode data in the associated PDSCH, the UE shall stop the blind decoding of other PDCCH candidates during the data decoding time regardless of another PDCCH search space monitoring occasions configured in the symbols for PDSCH decoding.
2. If UE had detected a PDCCH in a search space and starts to decode data in the associated PDSCH, the UE shall stop decoding the data if another PDCCH search space monitoring occasions configured in the symbols for PDSCH decoding.
3 Search space design

According to the RAN1 conclusion, a maximum of 3 CORESETs can be configured within an active BWP. When multiple search spaces distributed among three CORESETs are overlapping in one slot, even if the nested search space design is adopted, it is hard to ensure that the number of CCEs in one slot does not exceed the fixed threshold value, for example, 48 CCEs.  According to our understanding, how many CORESETs are configured within an active BWP is up to the base station. One gNB may configure only one CORESET within an active BWP. For this case the channel estimation complexity can be reduced by using a nested structure. In doing so, several CCEs can share the same channel estimation so a high target CCE number by using nested structure design can be achieved, and thus the channel estimation complexity can be confined with no need to drop PDCCHs. In a word, nested structure design provides more choices for gNB to reduce complexity of channel estimation. Therefore, the nested search space design should be adopted.

Proposal 1: The nested search space design has to be adopted.

Next, we will further discuss the design details of nested search space. Three possible schemes for nested search space are shown below:.

· Scheme 1: LTE EPDCCH mechanism is adopted as hashing function for the highest aggregation level. For the aggregation level(s) other than the highest aggregation level, the hashing function in LTE EPDCCH is adopted within the set of CCEs corresponding to the PDCCH candidates of the highest aggregation level.
· Scheme 2: LTE EPDCCH mechanism is adopted as hashing function for the highest aggregation level. For the aggregation level(s) other than the highest aggregation level, all candidates are randomly selected from combinations/patterns in granularity of the AL among the CCEs of candidates corresponding to the highest aggregation level.
· Scheme 3: All candidates are randomly selected from combinations/patterns in granularity of the AL in the CORESET for the highest aggregation level. For the aggregation level(s) other than the highest aggregation level, all candidates are randomly selected from combinations/patterns in granularity of the AL among the CCEs of candidates corresponding to the highest aggregation level
We evaluate the PDCCH blocking probability of these 3 schemes. In our simulation, we assume that the numbers of PDCCH candidates are 6, 6, 2, and 2 for the aggregation levels 1, 2, 4, and 8, respectively. We also assume that for a given PDCCH candidate the probability distributions of AL are 40%, 30%, 20%, and 10% for AL 1, 2, 4, and 8, respectively. The simulation results with 32 CCEs and 64 CCEs are presented in Figure 2. For reference, PDCCH blocking probability of the schemes for LTE PDCCH and LTE ePDCCH are also included. 

As we can see from Figure 2, scheme 1 has a very high blocking probability. For scheme 3, the blocking probability is very low. The disadvantage of scheme 3 is that it can not provide good diversity gain. Scheme 2 not only has comparable blocking probability as scheme 3 but also provides a good diversity gain. Considering both blocking probability and diversity gain, scheme 2 is preferred. 

For scheme 2, we suggest that all candidates for the lower aggregation levels are randomly selected as describe below. We predefine multiple candidate patterns. One of them is randomly selected for the UE’s PDCCH blind decoding. Each candidate pattern shows M (M is equal to the number of candidates at an AL for the UE) selected candidate positions from a search space region containing N available candidate positions without overlapping with each other. Thus, blocking among the M candidates for the AL is avoided.
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(a)     32 CCEs                                                                                      (b) 64 CCEs
Figure 2 - Blocking probability for different schemes

However, there may be different number of candidates and different search space regions for different ALs. A unified design should be considered. The existing formula for the LTE CSI report for best M sub-band selection could be re-used for this candidate selection. For illustration, each candidate pattern can be determined through a combinatorial index 
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 is the extended binomial coefficient, resulting in unique label 
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For the highest aggregation level, take as example the case shown in Figure 3 below, that the search space region for available candidate positions is equal to the whole CORESET containing 32 CCEs. As a result, there are four available candidate positions for AL 8; UE will decode two PDCCH candidates at AL 8 according to LTE ePDCCH hash function.
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Figure 3 - An example of multiple candidate patterns for highest AL

For lower aggregation levels, the search space region for the available candidate positions consists of the CCEs that are covered by the highest AL candidates. Figure 4 shows an example for the lower aggregation level 4 (AL4). In figure 4, four available candidate positions are shown, each consisting of 4 contiguous CCEs. Two candidates, 
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, would be selected from the available set of four candidate positions. Thus, there is a total of 6 possible patterns, and each pattern is corresponding to one combinatorial index
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Figure 4- An example of multiple candidate patterns for lower AL

The UE can randomly select one combinatorial index 
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 to determine a unique candidate pattern for blind detection. A Hash function can be used to realize this randomized selection. For example, the value of 
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 can be associated with UE ID, etc. 

Proposal 2: The following method is adopted for the search space design of NR-PDCCH. 

· LTE ePDCCH Hashing function is reused for the highest aggregation level.

· For the aggregation level(s) other than the highest aggregation level,
· All candidates are randomly selected from combinations/patterns in granularity of the AL among the CCEs corresponding to the highest aggregation level, and combinatorial index is used to generate random combinations/patterns.
4 PDCCH mapping rules 

In this section, we will discuss and make proposals for PDCCH mapping rules.

4.1 PDCCH adding rules

The importance of search space set type is different. For example, CSS is more important than USS. Therefore, PDCCH candidates should be added according to the search space set types. Considering that the higher aggregation level support larger coverage range, the PDCCH candidate at the higher aggregation level should be first selected as the candidates to be retained. Therefore, we suggest that PDCCH candidates to be retained should be added from higher aggregation level to lower aggregation level. For a given search space set type and aggregation level L, we propose to select the reserved PDCCH candidates according to the order of the search space set ID. Taking CSS as an example, search space 0 is more important. Therefore, we propose to add PDCCH candidates from lower search space index to higher search space index. According to the above description, the order of selecting PDCCH candidates to be retained is shown in Figure 5, where the number inside each box represents the order of adding PDCCH candidates. Note that here we assume there is only one monitoring occasion in each slot. 
Proposal 3: The following rules for adding PDCCH candidates are adopted.

· PDCCH candidates should be added according to order of the search space set types. 
· For a given search space set type, PDCCH candidates to be retained should be added from higher aggregation level to lower aggregation level.
· For a given aggregation level L, PDCCH candidates to be retained should be added from lower search space set index to higher search space set index.
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Figure 5- An example of the order for PDCCH mapping within a search space set type
Now, we will discuss the adding rules for the case where each slot has multiple monitoring occasions.  After {s, L} is chosen according to the above principles, we need further determine which candidate within {s, L} is added. For given {s, L}, the PDCCH candidates configured by gNB are shown in Figure 6.
From the point of view of the real-time, for a given {s, L}, it is more beneficial that occasions containing retained PDCCH candidates are equal interval distribution as far as possible. In order to achieve this goal, we suggest that occasion index should be reordered through interleaving matrix, and PDCCH candidates within {s, L} is added according to the reordered occasions indexes. For example, for occasion index 0~3，the reordered occasions indexes are 0,2,3,1. When PDCCH candidates within {s, L} are added according to the reordered occasions indexes 0,2,3,1, the orders of adding PDCCH candidates within {s, L} are shown in Figure 7 for cases with 6 added candidates and 2 added candidates. 
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Figure 6- An example of PDCCH candidates configured by the base station for {s, L}
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Figure 7- Examples of occasion order of mapping PDCCH candidates within {s, L}
When both {s, L} and occasion index n is decided by the above rule, we need further decide which PDCCH candidate in occasion n should be selected. For example, as seen in Figure 8-a, there are eight PDCCH candidates for the given {s, L} and occasion index n.
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Figure 8- An example of order of mapping PDCCH candidates for the given {s, L} and occasion
In order to obtain better frequency diversity, we suggest that index m should be reordered through interleaving matrix, and should be added according to the reordered candidate indexes. For example, for candidate index 0~7，the reordered candidate indexes are 0,4,2,6,1,5,3,8. The order of adding PDCCH candidates within the given {s, L} and occasion index n are shown in Figure 8-b and 8-c for the cases with 8 PDCCH candidates and 4 PDCCH candidates, respectively. When considering the reordered occasion indexes and reordered candidate indexes in one slot together, the order of adding PDCCH candidates within the given {s, L} are shown in figure 9.
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Figure 9- An example of order of mapping PDCCH candidates within {s, L}
Proposal 4: The following rules for PDCCH mapping within {s, L}  is adopted.

· PDCCH candidates are added according to reordered occasions indexes. The reordered occasions indexes are  obtained through interleaving matrix.
· For a given occasions index,  PDCCH candidates are added according to reordered candidate index m. The reordered candidate indexes  are obtained through interleaving matrix.
For a given {s, L}, the number of PDCCH candidates to be retained need to be limited. Otherwise, it may lead to the fact that most of PDCCH candidates are retained for the front search space set type, but almost all PDCCH candidates are dropped for the search space type behind. In addition, if the number of PDCCH candidates to be retained is not limited, the ratio of the dropped PDCCH candidates to total candidates for different {s, L} in the same search space type will be very different. This can be seen from Figure 10. When the number of PDCCH candidates to be retained is not limited, 37.5% of PDCCH candidates is dropped for search space set 3, but no any PDCCH candidate is dropped for search space set 4. In Figure 10,  both search space set 3 and search space set 4 belong to the same search space set type.
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Figure 10- An example of mapping PDCCH candidates without restricting candidate number of {s, L}
In order to make a fair dropping, we propose to limit the number of PDCCH candidates to be retained for {s, L}. For example, number of PDCCH candidates to be retained for {s, L} is limited to 
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 represents the number of occasions in one slot.

It is assumed that the  above search space set 3 and search space set 4  correspond to the last search space set type, and x=21 CCEs have been selected before the last search space set type. In addition, the number of CCEs correspond to configured PDCCH candidates is y=36 for the last search space set type. By defining  
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 ,  the candidate limit for {s, L}={3,1}, {3,2}, {4,1}, {4,2} is 6, 6, 3, 3,  respectively. With this candidate limitation, the selected PDCCH candidates are shown in Figure 11. As we can see from Figure 11, ratio of dropped PDCCH candidates to total candidates for different {s, L} is more uniform.
Proposal 5: For search space set s and aggregation L, the number of PDCCH candidates to be retained should be restricted.
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Figure 10- An example of mapping PDCCH candidates with restricted candidate number for each {s, L}
4.2 Rehashing of dropped PDCCH candidates

There are two ways to deal with dropped PDCCH candidates. One way is to discard completely the dropped PDCCH candidates. Another way is to rehash the dropped PDCCH candidates under the footprint of CCEs of the reserved PDCCH candidates. Considering more PDCCH candidates can be obtained by rehashing, we suggest that rehashing is adopted. For the order of candidates for rehashing, we suggest the following rules.
· PDCCH candidates for rehashing should be selected according to order of the search space set types. 
· For a given search space set type, dropped candidates for rehashing should be selected from higher aggregation level to lower aggregation level.
· For a given search space set s and aggregation level L, PDCCH candidates for rehashing should be selected from lower search space set index to higher search space set index.
After determining {s, L} for the candidate for rehashing, the occasion index should be further determined according to interleaving matrix. For the given {s, L} and occasion index, CCEs of the reserved PDCCH candidates in that occasion are divided into many sub-bands with each sub-bands containing L CCEs,  and one of them is selected as new position carrying this candidate. In order to make PDCCH candidates distribute uniformly across CCEs, we suggest that the sub-band containing less PDCCH candidates is selected as new position for a given dropped PDCCH candidate.

Proposal 6: For rehashing of a given dropped PDCCH candidate, the sub-band containing less PDCCH candidates is selected as new position carrying this dropped PDCCH candidate.
5 Conclusions

In this contribution, we discussed the remaining details for PDCCH. Based on the discussion, we have the following proposals.

Proposal 1: The nested search space design should be adopted.

Proposal 2: We suggest that the following method is adopted for the search space design of NR-PDCCH. 

· LTE ePDCCH Hashing function is reused for the highest aggregation level.

· For the aggregation level(s) other than the highest aggregation level,
· All candidates are randomly selected from combinations/patterns in granularity of the AL among the CCEs corresponding to the highest aggregation level, and combinatorial index is used to generate random combinations/patterns.
Proposal 3: The following rules for adding PDCCH candidates are adopted.

· PDCCH candidates should be added according to order of the search space set types. 
· For a given search space set type, PDCCH candidates to be retained should be added from higher aggregation level to lower aggregation level.
· For a given aggregation level L, PDCCH candidates to be retained should be added from lower search space set index to higher search space set index.
Proposal 4: The following rules for PDCCH mapping within {s, L} are adopted.

· PDCCH candidates are added according to reordered occasion indexes. The reordered occasion indexes are obtained through interleaving matrix.
· For a given occasions index, PDCCH candidates are added according to reordered candidate index. The reordered candidate indexes are obtained through interleaving matrix.
Proposal 5: For search space set s and aggregation L, the number of PDCCH candidates to be retained should be restricted.

Proposal 6: For rehashing of a given dropped PDCCH candidate, the sub-band containing less PDCCH candidates is selected as new position carrying this PDCCH candidate.
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