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[bookmark: _Ref494746248]Introduction
This contribution discusses issues in CA and BWP for NR including SCell BWP adaptation, timeline with CA activation/deactivation, dynamic HARQ-ACK feedback, and CA with mixed numerology. 
In RAN1 NR AH#3 (2017), the following agreements were made:
· For each UE-specific serving cell, one or more DL BWPs and one or more UL BWPs can be configured by dedicated RRC for a UE
· FFS association of DL BWP and UL BWP
· FFS definition of an active cell in relation to DL BWP and UL BWP, whether or not there are cross-cell/cross-BWP interactions
· In Rel-15, for a UE, there is at most one active DL BWP and at most one active UL BWP at a given time for a serving cell

In RAN1 #90bis, the following agreements were made:
· For an Scell, RRC signaling for Scell configuration/reconfiguration indicates the first active DL BWP and/or the first active UL BWP when the Scell is activated
· NR supports Scell activation signaling that doesn’t contain any information related to the first active DL/UL BWP
· For an Scell, active DL BWP and/or UL BWP are deactivated when the Scell is deactivated
· Note: it’s RAN1 ‘s understanding that Scell can be deactivated by an Scell timer

[bookmark: _GoBack]This is mostly a new contribution with some sections based on resubmission.
[bookmark: _Ref494671767]SCell BWP Adaptation
(This section contains new material)
Motivation and Overview
One of the main motivations for the bandwidth part (BWP) feature in NR is to support dynamic bandwidth adaptation for UE power saving. In RAN1 NR AH#3 (2017), it has already been agreed that BWP activation/deactivation/switching is signaled via DCI. For single carrier, UE’s RF bandwidth can dynamically adapt to the switching of BWP which is signaled by DCI. Dynamic switching between a BWP with narrow bandwidth and a BWP with a wide bandwidth can result in UE power saving. However, for carrier aggregation (CA), it is not clear that adaptation between narrow BWP and wide BWP within each carrier would be as effective for UE power saving. It is especially evident for intra-band contiguous CA which employs a wideband Rx RF frontend architecture. If multiple SCells are activated, even if they operate with narrow BWP, the overall Rx RF bandwidth may not reduce by too much because it is dictated by the overall span of all of the serving cells’ active DL BWPs, not by the bandwidth of a single active BWP. BWP adaptation on only the outer-most CCs would have a modest impact to the overall Rx RF bandwidth.
As an example, consider the same gNB CC bandwidth of 400MHz, and two UE configurations: (i) single wideband CC also of 400 MHz bandwidth, (ii) intra-band contiguous CA consisting of 4 carriers, each with 100MHz bandwidth. For configuration (i), dynamic BWP adaptation can be very effective in achieving UE power saving. One possible configuration is to configure 40MHz bandwidth for the narrow BWP, and 400MHz bandwidth for the wide BWP, and dynamically switch between them based on DCI signaling. For configuration (ii), suppose the same ratio of 10 between BWP bandwidth can be configured, i.e. 10MHz for the narrow BWP, and 100MHz for the wide BWP. Even if all the carriers are switched to their respective narrow BWP, the overall Rx RF bandwidth cannot be reduced substantially as in the single wideband CC case. The Rx RF bandwidth would be at best reduced to 2x100 + 2x10 = 220MHz even if the narrow BWP are inner-most aligned for the outer-most carriers.
If SCells can be deactivated/activated quickly, fully in sync with PCell BWP switching, in theory, similar extent of dynamic bandwidth adaptation can be achieved as the single wideband CC case. Alternatively, there is a simpler way to extend BWP signaling for SCells and capture most of the power saving benefits of dynamic bandwidth adaptation, which will be proposed. In the following discussion, this scheme will sometimes be short-handedly referred to as “SCell gating” to differentiate it from the full-fledged SCell deactivation/activation, but it should be kept in mind that this scheme does not try to replace whatever SCell activation/deactivation scheme already in place. In terms of semantics, we will also introduce a short-hand for saying “switching the SCell’s active BWP to the default BWP” as “switching the SCell to default BWP” or “activating the default BWP on the SCell”, using default BWP as an example. Also, it should be understood that activating a particular BWP means switching to the BWP (and deactivating the previous BWP), based on the single active BWP per serving cell agreement.
To support “SCell gating”, a special BWP, called “zero BWP”, can be configured for a SCell. The details of how “zero BWP” can be configured can be discussed later. Functionally, it is a placeholder BWP configuration that corresponds to the BWP deactivated state. Whether it is really configured with zero bandwidth or not is secondary. During period of low traffic activity, activated SCell(s) can be switched to zero BWP, and rely only on PCell to monitor DL control channel. The actual signaling mechanism to put SCell in and out of zero BWP can be done via BWP DCI signaling. Also, the default BWP for the SCell can be configured to be the zero BWP, so that when BWP timer expires, the SCell autonomously switches to zero BWP. When a SCell’s zero BWP is activated, for RF frontend retuning purpose the SCell can be considered “OFF” to minimize active RF bandwidth support and power consumption.
To summarize, for best effectiveness in terms of UE power saving, PCell adapts bandwidth between narrow and wide; For SCell, the switching would be between zero BWP and wide BWP. Both PCell and SCell should dynamically adapt based on DCI signaling.
[bookmark: _Toc498707155][bookmark: _Toc498707445][bookmark: _Toc498707457][bookmark: _Toc498708249][bookmark: _Toc498708415][bookmark: _Toc498714716][bookmark: _Toc498714733][bookmark: _Toc498720469][bookmark: _Toc498720505][bookmark: _Toc498464653][bookmark: _Toc498464671][bookmark: _Toc498679754][bookmark: _Toc498680114][bookmark: _Toc498680594][bookmark: _Toc498680626][bookmark: _Toc498680817][bookmark: _Toc498681347][bookmark: _Toc498707738][bookmark: _Toc498708149][bookmark: _Toc498716901][bookmark: _Toc498716966]Proposal 1: RAN1 supports the configuration of a special BWP which corresponds to a BWP that is always deactivated. It can be referred to as the “zero-BWP”. 
When the zero BWP is activated on a SCell, UE does not monitor PDCCH on the SCell and it would not be able to receive signalling within the cell. Some form of cross-cell signalling from the PCell must be used in order to switch the active BWP of the SCell out of zero BWP. A number of options and the details will be discussed in the next section.
From RAN2 perspective, the behavior on a zero BWP should be same as the behavior on a deactivated BWP. Some of the behavior may not be applicable, for example, about flushing HARQ buffer because zero BWP cannot support data.
RAN2 #99bis Agreement [6]:
· Behaviour on the BWP that is deactivated
· not transmit on UL-SCH on the BWP;
· not monitor the PDCCH on the BWP;
· not transmit PUCCH on the BWP;
· not transmit on PRACH on the BWP;
· do not flush HARQ buffers when doing BWP switching (unless an issue is identified)

On the other hand, for a SCell with zero BWP activated, gap-based operations may still be supported because they are independent of BWP configuration. RRM measurement is an example. RF transition latency would be defined for the gap, so discussion can be outside of the context of BWP.
[bookmark: _Toc498707156][bookmark: _Toc498707446][bookmark: _Toc498707458][bookmark: _Toc498707739][bookmark: _Toc498708150][bookmark: _Toc498708250][bookmark: _Toc498708416][bookmark: _Toc498714717][bookmark: _Toc498714734][bookmark: _Toc498716902][bookmark: _Toc498716967][bookmark: _Toc498720470][bookmark: _Toc498720506]Proposal 2: Zero BWP can become the active BWP on an activated SCell to gate off operations that require an activated BWP, in order to enable power saving.
[bookmark: _Toc498707157][bookmark: _Toc498707447][bookmark: _Toc498707459][bookmark: _Toc498707740][bookmark: _Toc498708151][bookmark: _Toc498708251][bookmark: _Toc498708417][bookmark: _Toc498714718][bookmark: _Toc498714735][bookmark: _Toc498716903][bookmark: _Toc498716968][bookmark: _Toc498720471][bookmark: _Toc498720507]Proposal 3: Zero BWP can be configured as the default DL BWP on a SCell. Zero BWP is not allowed to be configured as the first active BWP on a SCell.
When a SCell is deactivated (e.g. by MAC-CE or SCell timer expiration), all BWP associated with the SCell is deactivated. Only activated SCell can have zero BWP or any other BWP as activated.

DCI Signaling for SCell Zero-BWP Switching
When the SCell’s zero BWP is activated, UE does not monitor PDCCH on the SCell, and it would not be possible to trigger BWP switching for the SCell based on signaling within the SCell. Obviously, if cross-carrier scheduling is enabled, a BWP switching DCI can be transmitted on PCell to schedule (and switch the BWP of) the SCell indicated by the CIF. However, the disadvantage of this approach are two folds: (i) Dependency on the cross-carrier scheduling feature for SCell zero-BWP switching is undesirable, (ii) group SCell signaling is not supported. For simplicity, support for SCell zero-BWP switching with cross-carrier scheduling feature enabled will not be further discussed in this contribution.
A better alternative is to enhance the BWP switching DCI on the PCell to carry SCell control bitmap. Through the bitmap, individual SCells can be signaled to transition to another BWP from the zero BWP. To conserve the number of bits used for the bitmap, one bit can be assigned to each SCell; If the bit is set, the SCell is transitioned to the first active BWP which is preconfigured. Also, as a further optimization, only activated SCell may be mapped to this bitmap.
Another advantage of this scheme is that group SCell BWP signaling can be done in a single DCI. Suppose N SCells need to be signaled, N bits for the bitmap would be required in the DCI. The same BWP switching DCI purported for PCell scheduling and BWP identification can be reused. In order to reclaim more bits for the SCell control bitmap, the DCI should support zero assignment, so that other fields including MCS, HARQ ID, RV, are conditionally reclaimed and used to hold the SCell control bitmap. The same C-RNTI for the DCI can be used, and interpretation of the DCI content is based on a decision tree. The process is similar to the DCI for LTE SPS activation/release validation.
Taking LTE DCI format 1 as an example (as NR DCI format is not yet finalized), bit field configuration as follows:
· 1 bit for Type 0/1 RA, 25 bits for RA (for 20MHz BW), 5 bits for MCS, 3~4 bits for HARQ ID, 2 bits for RV, 2 bits for PUCCH
· Assume 2 bit field for BWP ID is also added
For normal PCell BWP switching signaling, two modes should be supported: (i) With scheduling: BWP ID is populated with the target BWP ID, the rest of the fields is simply a DL grant; (ii) Without scheduling: Indicated by zero-RA and type 0 RA. MCS, HARQ ID, RV fields should be zero. As of the status up to RAN1 #90bis meeting, (i) is agreed and support for (ii) still requires more discussion. The benefit of (ii) is evident – it allows BWP switching without scheduling, which could be useful for cases where CSI feedback is stale, and gNB may not want to schedule to the UE until CSI is reported.
For SCell gating based on BWP switching DCI signaling, there are two cases to consider.
(1) SCell switching to zero BWP:
· BWP switching DCI on SCell indicates that zero BWP should be activated. This DCI should carry zero-RA because it is useless to allocate resources on a zero BWP.
· Additionally, UE is expected to send HARQ acknowledgement on the configured PUCCH resource associated with the DCI (which is based on a DL grant).
(2) SCell switching out of zero BWP:
· BWP switching DCI on PCell carries the SCell control bitmap. This DCI carries zero-RA for the PCell, and further includes an SCell control indicator in addition to the SCell control bitmap. The BWP ID field is present and it applies to which BWP on PCell should get activated.
· Additionally, UE is expected to send HARQ acknowledgement on the configured PUCCH resource associated with the DCI (which is based on a DL grant).
· The following is an illustration of the decision tree for interpretation/parsing of the BWP switching DCI:
[image: ]
· The existence of the following fields is dependent on zero-RA:
· SCell control indicator: If set, it indicates the existence of the SCell control bitmap
· SCell control bitmap: Its existence is only dependent on SCell control indicator being set. It is a bitmap consisting of N bits, where N corresponds to the number of SCells whose BWP can be activated based on the setting of the corresponding bits in the bitmap.
· If the bit is set, the corresponding SCell (if activated) would switch to the first active BWP; If the corresponding SCell is not already activated, no action is taken.
· If the bit is not set, no action is taken for the corresponding SCell
· Option for N bits to only correspond to activated SCells
· Above fields occupy bits reclaimed from at least the MCS, HARQ ID, and RV fields. Based on LTE for DCI format 1, these fields together constitute about 10 bits.
In principle, RA-field dependent interpretation/parsing of the content of DCI is similar to LTE SPS activation/release validation.
If NR supports DCI format indication by which any DCI format can be uniquely identified with a format indicator, above scheme can be greatly simplified. Basically, a new DCI format with the desired SCell control fields can be created, while keeping the same DCI format size as the monitored DL grant.
[bookmark: _Toc498464655][bookmark: _Toc498464673][bookmark: _Toc498679756][bookmark: _Toc498680116][bookmark: _Toc498680596][bookmark: _Toc498680628][bookmark: _Toc498680819][bookmark: _Toc498681349][bookmark: _Toc498707158][bookmark: _Toc498707448][bookmark: _Toc498707460][bookmark: _Toc498707741][bookmark: _Toc498708152][bookmark: _Toc498708252][bookmark: _Toc498708418][bookmark: _Toc498714719][bookmark: _Toc498714736][bookmark: _Toc498716904][bookmark: _Toc498716969][bookmark: _Toc498720472][bookmark: _Toc498720508]Proposal 4: Support scheduling DCI with “zero” assignment for active DL BWP or DL/UL BWP pair switching. For DL scheduling DCI, UE is expected to send positive HARQ-ACK for zero-size PDSCH transmission.
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[bookmark: _Toc498464657][bookmark: _Toc498464675][bookmark: _Toc498679758][bookmark: _Toc498680118][bookmark: _Toc498680598][bookmark: _Toc498680630][bookmark: _Toc498680821][bookmark: _Toc498681351][bookmark: _Toc498707160][bookmark: _Toc498707450][bookmark: _Toc498707462][bookmark: _Toc498707743][bookmark: _Toc498708154][bookmark: _Toc498708254][bookmark: _Toc498708420][bookmark: _Toc498714721][bookmark: _Toc498714738][bookmark: _Toc498716906][bookmark: _Toc498716971][bookmark: _Toc498720474][bookmark: _Toc498720510]Proposal 6: When gNB sends BWP switching DCI (with “zero” assignment) on PCell, it may include SCell control indicator and bitmap, which selects the SCells whose active BWP will be switched to the first active BWP. If zero-BWP is the original active BWP, this effectively brings the SCell out of zero-BWP.
Please also see our companion contribution with discussion on some issues related to BWP [7], and RAN4 contribution on CA and BWP [5].

C-DRX and SCell Gating
In LTE, because SCell activation/deactivation is signalled via MAC CE, the latency can be quite long. In typical deployment, SCell activation/deactivation is not very dynamic. It would be based on the UE’s near-term traffic loading and/or the basestation’s load-balancing need across carriers.
[bookmark: _Hlk494734875]Typically, connected mode DRX (C-DRX) is configured for UE power saving, and for mobile broadband, a typical configuration in LTE is DRX cycle of 320 milliseconds and inactivity timer of 100~200 milliseconds. C-DRX operation is common across component carriers (CC), i.e. if the DRX state is ON duration, then all CC are undergoing the ON duration together. Based on DoU profiling results, even with C-DRX enabled, UE typically consumes significant amount of power monitoring PDCCH without decoding any grant [3]. With SCells being activated, the problem is multiplied as all these SCells all require PDCCH monitoring. This is significant power drain. One remedy is to use cross-carrier scheduling, so that PDCCH monitoring is performed only on the PCell. However, this has issues on its own, for example, when the number of SCell is large, the burden on PCell DL control capacity could be too much, and is not a very scalable solution.
Obviously, fast SCell activation/deactivation would be good for power consumption. Suppose the first release of NR would live with MAC-CE based SCell activation/deactivation; SCell gating based on BWP DCI signalling is a promising alternative for power saving. In an example, UE may be configured and activated with several SCells along with the PCell, and it undergoes C-DRX. Initially, SCells may be activated with first active BWP. When the amount of traffic becomes low, to avoid spending significant amount of time and energy monitoring PDCCH on all activated SCells and the PCell, SCells can be switched to zero BWP for power saving. When the amount of traffic is large enough again, SCells are switched out of zero BWP onto the preconfigured first active BWP. Traffic is transferred across all activated, non-zero-BWP cells. Cycles of switching in and out of zero BWP on the SCell can happen within a DRX cycle, more closely tracking the instantaneous traffic load.  SCell gating provides a good solution to keep UE power consumption in check. It is estimated that 1/3 of power saving can be attained by monitoring PDCCH only on PCell compared to all cells for a UE operating with eight mmW carriers.


 
[bookmark: _Ref494669756]Figure 1: Zero BWP operation on SCell

Figure 1 illustrates a scenario with PCell and 4 SCells. Assume that SCell and associated BWP configuration have been done previously via RRC signalling. In the first DRX cycle, only PCell is monitored during ON duration of the DRX cycle. The BWP used for PDCCH monitoring could be optimized in this case. No grant was decoded. In the second DRX cycle, gNB activates SCells via MAC CE. SCell measurement and feedback can be done. The first active BWP configured for the SCells get activated. Afterwards, data transmission can be scheduled on the SCells. When the traffic burst has tapered off, SCells can quickly switch to zero BWP with BWP DCI signalling or timer expiration. In the 3rd and 5th DRX cycles, no grant was decoded and only PCell PDCCH is monitored while SCells remain in zero-BWP. In the 4th DRX cycle, traffic burst arrives and SCells are quickly switched out of zero BWP via BWP DCI signalling on PCell. Then, UE monitors DL control channel on the SCells and is ready for scheduled data.
It should be easily to see how this would be more power efficient than a scheme where SCells cannot switch to zero-BWP. In the example, if zero BWP cannot be activated on SCells from near the end of the 2nd DRX cycle through the 4th DRX cycle, UE would have to monitor PDCCH on all activated SCells during the 3rd DRX cycle, draining power unnecessarily.

[bookmark: _Ref494735667]Timeline for CA Activation/Deactivation
(This section is a slightly revised version from previous submission)
In LTE, CA activation/deactivation command is carried in MAC control element (CE) which is transferred over PDSCH. If the MAC-CE command is carried in subframe n, UE sends acknowledgement to the MAC-CE command in subframe n+4. UE starts to perform activation activity related to MAC in subframe n+8, and is ready to transmit valid CSI report no later than subframe n+24 in normal cases (i.e., for a detected/measured SCell) [1, Section 7.7]. In this case, the overall CA activation latency is up to 24ms.
[image: ]
Figure 2: CA activation timeline in LTE
 (The PCell interruption time is one subframe for inter-band CA and up to 5 subframes for intra-band CA [1, Section 7.8.2], and is parallel to the above timeline.)
In NR, if the CA activation command is MAC CE-based, the acknowledgement to CA activation is defined by K1 slots in the current HARQ framework. The CA activation timeline can be shorter than that of LTE due to the improved HARQ timeline. Furthermore, current NR tracking RS (TRS) framework can allow much faster adaptation relative to LTE loop convergence bases on CRS [2]. As a result, the UE should be able to be ready to report valid CSI much earlier than the n+24 timeline in LTE as long as TRS and CSI-RS are provided with respect to the activation timeline accordingly. NR CA activation timeline based on MAC-CE command is shown in Figure 3. It should be noted that Figure 3 is the timeline at the UE.
In order to achieve faster timeline of SCell activation including tracking loop and CQI convergence, aperiodic TRS [2] should be allowed at SCell activation together with aperiodic CSI request. Without aperiodic TRS, SCell activation timeline can be even longer than LTE if periodic TRS is not aligned with SCell activation timeline. Issuing SCell activation command with respect to the configured periodic TRS is possible, but this effectively means delaying SCell activation in other words. Thus, it is essential to support aperiodic TRS at SCell activation in order to allow UE for faster tracking loop convergence.
[bookmark: _Toc498716907][bookmark: _Toc498716972][bookmark: _Toc498720475][bookmark: _Toc498720511]Proposal 7: Aperiodic TRS is supported at SCell activation.


[bookmark: _Ref494735537]Figure 3: Shortened CA/BWP activation timeline based on MAC-CE command with fast tracking RS adaptation
In NR, BWP activation/deactivation via DCI signalling can be introduced. Unification of CA and BWP activation can be considered, i.e. it may be possible to activate CA based on BWP DCI signaling. We can further improve the CA/BWP activation timeline for DCI-based activation given there is no corresponding PDSCH decoding and additional latency in MAC. Depending on the UE capability, acknowledgement to CA/BWP activation DCI could be transmitted even within the same slot as the activation DCI. This is illustrated in Figure 4.


[bookmark: _Ref494735570]Figure 4: Shortened CA/BWP activation timeline based on DCI-based command with fast tracking RS adaptation
[bookmark: _Toc494704851][bookmark: _Toc494713149][bookmark: _Toc494713323][bookmark: _Toc494713411][bookmark: _Toc494734979][bookmark: _Toc494735045][bookmark: _Toc494735617][bookmark: _Toc494746301][bookmark: _Toc498464652][bookmark: _Toc498464670][bookmark: _Toc498680593][bookmark: _Toc498707153][bookmark: _Toc498707443][bookmark: _Toc498707455][bookmark: _Toc498707736][bookmark: _Toc498708147][bookmark: _Toc498708247][bookmark: _Toc498708434][bookmark: _Toc498716899][bookmark: _Toc498720467][bookmark: _Toc498720523]Observation 1: DCI-based CA/BWP activation/deactivation command provides shorter latency than the MAC CE-based activation/deactivation (See [8]).
[bookmark: _Toc494704861][bookmark: _Toc494713155][bookmark: _Toc494713329][bookmark: _Toc494713417][bookmark: _Toc494734984][bookmark: _Toc494735050][bookmark: _Toc494735627][bookmark: _Toc494745991][bookmark: _Toc494746308][bookmark: _Toc498464658][bookmark: _Toc498464676][bookmark: _Toc498679759][bookmark: _Toc498680119][bookmark: _Toc498680599][bookmark: _Toc498680631][bookmark: _Toc498680822][bookmark: _Toc498681352][bookmark: _Toc498707161][bookmark: _Toc498707451][bookmark: _Toc498707463][bookmark: _Toc498707744][bookmark: _Toc498708155][bookmark: _Toc498708255][bookmark: _Toc498708421][bookmark: _Toc498714722][bookmark: _Toc498714739][bookmark: _Toc498716908][bookmark: _Toc498716973][bookmark: _Toc498720476][bookmark: _Toc498720512]Proposal 8: Improved CA/BWP activation/deactivation timeline should be considered for NR compared to LTE.
· ACK timing and action time for CA/BWP activation/deactivation should be further discussed in RAN1.
· Improved overall CA/BWP activation timeline that UE is ready to report valid CSI report should be further studied in RAN4.

Dynamic HARQ-ACK Feedback
(This section contains new material)
In LTE, the concept of downlink assignment index (DAI) is proposed to solve the many-to-one mapping problem of HARQ ACK/NACK feedback. Specially, it is designed to alleviate the ambiguity between the eNB and UE regarding the total-size and index of scheduled TBs in a single PUCCH transmission. Two DCI fields are introduced: DAI counter and total DAI value, each with two bits. As illustrated in Figure 5, the DAI counter accumulates in a frequency first and time second fashion. UE treats missing values in observed DAI sequence as missing grant and report NACK in the PUCCH feedback. With 2-bit modulo-4 DAI counter, the scheme is robust to any consecutive three missing grants, and with 2-bit total DAI field, the issue of PUCCH payload size ambiguity caused by missing the last few grants is alleviated.


[bookmark: _Ref498609982]Figure 5 DAI-based dynamic HARQ-ACK feedback mechanism in LTE
NR presents several challenges in the design of robust HARQ-ACK feedback mechanism: First of all, the HARQ ACK/NACK timeline is dynamic, as the K1 value (time between downlink data transmission and uplink ACK/NACK feedback) is dynamically indicated in the DCI, which makes it hard to define the multiplexing/bundle-window concept in LTE. Moreover, the large range of K1 values leads to potentially large field in DCI; Secondly, the number of CBGs for each downlink assignment could be different, leading to potentially different ACK/NACK payload sizes across slots/CC.
To tackle the dynamic HARQ ACK/NACK feedback problem in NR, in the subsequence three sub-section we present a complete solution package, involving
· ACK/NACK payload-size dependent multiple DAI instances
· RRC configured DCI field to K1 value mapping
· PUCCH payload size quantization and DAI padding
Note that the above three proposals are orthogonal and can be combined together.

ACK/NACK payload-size dependent multiple DAI instances 
NR already agreed to support CBG based retransmission, where the number of CBGs can be RRC configured. With LTE’s DAI design, even though UE could detect missing grants, it cannot infer the expected ACK/NACK payload size for the missing grants. To solve this issue, we propose to have the multiple DAI instances, one for each ACK/NACK payload size, formally stated below
[bookmark: _Toc498680823][bookmark: _Toc498681353][bookmark: _Toc498707162][bookmark: _Toc498707452][bookmark: _Toc498707464][bookmark: _Toc498707745][bookmark: _Toc498708156][bookmark: _Toc498708256][bookmark: _Toc498708422][bookmark: _Toc498714723][bookmark: _Toc498714740][bookmark: _Toc498716909][bookmark: _Toc498716974][bookmark: _Toc498720477][bookmark: _Toc498720513]Proposal 9: NR adopts multiple DAI instances, with each DAI instance corresponds to a specific ACK-NACK payload size. 
· For example, each DAI instance can correspond to a specific CBG size.
Figure 6 illustrates the multiple DAI instance proposal, where we showed the case where CC1 and CC4 are configured with TB-based retransmission whereas CC2 and CC3 are configured with CBG-based retransmission with #CBG=4. Note that we intentionally label the slot2 in CC3 as TB-based given that gNB may use fall-back DCI to indicate TB-based transmission even though the component carrier itself default to CBG based one. 



[bookmark: _Ref498612351]Figure 6 ACK-NACK payload size dependent DAI instances (two DAI instances, one for #CBG=1, one of #CBG=4)

RRC configured DCI field to K1 value mapping
To allow full flexibility regarding HARQ timeline, it is inevitable to have a large range of K1 values, leading to an inflated DCI field. On the other hand, the range of K1 values permissible for each individual UE and each component carrier are most likely limited. Thus, it makes sense to allow the RRC configuration of UE-specific and/or CC-specific DCI-field-to-K1-value mapping to address a flexible range of K1 values with just limited DCI field size. In Figure 7, we highlighted the slots that can belong to the same PUCCH ACK/NACK multiplexing group conforming to the K1 values configured by RRC (shown on the left of the figure) . 



[bookmark: _Ref498613048]Figure 7 The highlighted slots represent the set of slots that can belong to the same PUCCH ACK/NACK multiplexing group (permitted by the RRC configured K1 table as shown on the left)

PUCCH payload size quantization and DAI padding
In LTE, both DAI counter and total DAI are introduced, each with 2 bits, with the former to aid the detection of missing grant in the middle and the latter to improve the robustness against the missing grant at the end. In this subsection, we introduce the concept of PUCCH-payload size quantization, which, by combining with DAI padding, warrants the use of a DAI counter without the indication of the total DAI. Since the total DAI field is removed, we can increase the DAI counter field to 3 bits with improved immunity against consecutive grant misses. 
In PUCCH-payload size quantization, we assume that the number of multiplexed ACK/NACK feedbacks are always a multiplex of M, in other words, UE always pads its PUCCH payload size to the smallest multiple of M. This way, even without total DAI indication, the UE can still, to some extent, be immune to missing grants towards the end. More precisely, if the total number of scheduled slots is M*n + k, then UE can combat missing the last k-1 grants, given that UE will pad NACK to the multiplex payload to M*(n+1). The scheme is illustrated in Figure 8.
[bookmark: _Toc498680825][bookmark: _Toc498681355]Proposal 8: NR considers the adaptation of PUCCH payload quantization using a 3-bit DAI counter without total DAI indication

To further enhance the robustness of the system, as an implementation choice, gNB may artificially and opportunistically inflate the DAI counter for a more favourable ending DAI index – a technique that we call DAI padding. To elaborate, let us compare the two scenarios illustrated in Figure 8 and Figure 9: In both figures, there are a total of 10 slots scheduled. With PUCCH payload quantization granularity of M=4, as shown in Figure 8, the last DAI index is 1, which means that the system can sustain just one missing grant at the end; Figure 9 illustrates the same setting except that the gNB, based on its running DAI counter and potentially limited projection, decides to pad a phantom DAI=5 without associating with any actual scheduled PDSCH. In this case, the DAI counter jumped from DAI=4 to DAI=6. With this artificial DAI padding, the ending DAI becomes 2, meaning that the system is now robust to two consecutive missing grants at the end, an enhancement compared with the case without DAI padding. There are two implications due to DAI padding:
· Because of artificially injected “missing grant”, we can no longer guarantee that the system is robust against 2^m – 1 consecutive missing grants in the middle for a m-bit modulo-2^m DAI counter. With the proposed m=3 for DAI counter, this is no longer an issue.
· From UE perspective, ACK/NACK-padding should be mandated for any missing value in the DAI sequence, even if there can be no allocation that corresponds to the missing DAI index. Take the scenario in Figure 9 as an example, even though UE knows that there can be no allocation between DAI=4 and DAI=6, it still needs to assume that this is a valid setting and pad NACK in the multiplexed PUCCH feedback.

[bookmark: _Toc498707154][bookmark: _Toc498707444][bookmark: _Toc498707456][bookmark: _Toc498707737][bookmark: _Toc498708148][bookmark: _Toc498708248][bookmark: _Toc498708435][bookmark: _Toc498716900][bookmark: _Toc498720468][bookmark: _Toc498720524]Observation 2: DAI padding can be used to enhance the robustness against missing grant towards the end. From gNB perspective, DAI padding can be an implementation choice. From UE perspective, ACK/NACK-padding in the PUCCH is mandated for any gap in the DAI counter, irrespective of whether the gap is detected between two consecutive PDSCH allocation or not.



[bookmark: _Ref498614827]Figure 8 PUCCH payload quantization (3-bit DAI counter; no total DAI; quantization size M=4)



[bookmark: _Ref498614978]Figure 9 PUCCH payload quantization with DAI padding (enhanced robustness against grant missing towards the end)

CA with Mixed Numerology
(This section is a complete resubmission.)
In our view, this should be in general deprioritized but we keep it for the sake of discussion in case mixed numerology still needs to be discussed for SUL.
Scheduling
Cross carrier scheduling with mixed numerology was already agreed for NR. Figure 1 shows two cases for cross carrier DL scheduling with mixed numerology. One case is a larger SCS scheduling a smaller SCS and the other case is opposite. Current HARQ framework with slot (K0) and symbol granularity (N0) for DL data scheduling, further clarification/agreement is necessary to clearly define the distance between the end of PDCCH and the start of data scheduling. For case 1, there can be ambiguities on:
· Do we first allow PDCCH on slot 2n+1 allows scheduling in slot m?
· To restrict UE complexity, it is proposed that cross carrier scheduling is allowed toward equal or later slot only (defined by the beginning of the slot). In other words, slot 2n+1 cannot schedule the data in slot m. Otherwise, we will introduce additional complexity compared to the same numerology scheduling (i.e., similar to allowing PDCCH anywhere in slot for slot-based scheduling).
· How to define K0 from slot 2n and 2n+1 respectively
· It was agreed that the distance between the end of PDCCH and the start of PDSCH is based on the numerology of data transmission. Slot m is considered as K0=0 for both slot 2n and slot 2n+1. Therefore, when a larger SCS schedules a smaller SCS, it is proposed that the overlapping slot is considered as K0=0.
[bookmark: _Toc498708257][bookmark: _Toc498708423][bookmark: _Toc498714724][bookmark: _Toc498714741][bookmark: _Toc498716910][bookmark: _Toc498716975][bookmark: _Toc498720478][bookmark: _Toc498720514][bookmark: _Toc494713330][bookmark: _Toc494713418][bookmark: _Toc494734985][bookmark: _Toc494735051][bookmark: _Toc494735628][bookmark: _Toc494745992][bookmark: _Toc494746309][bookmark: _Toc498464659][bookmark: _Toc498464677][bookmark: _Toc498679760][bookmark: _Toc498680120][bookmark: _Toc498680600][bookmark: _Toc498680632][bookmark: _Toc498680826][bookmark: _Toc498681356]Proposal 10: Cross carrier slot-based scheduling is allowed toward equal or later slot only (defined by the beginning of the slot).
[bookmark: _Toc494713331][bookmark: _Toc494713419][bookmark: _Toc494734986][bookmark: _Toc494735052][bookmark: _Toc494735629][bookmark: _Toc494745993][bookmark: _Toc494746310][bookmark: _Toc498464660][bookmark: _Toc498464678][bookmark: _Toc498679761][bookmark: _Toc498680121][bookmark: _Toc498680601][bookmark: _Toc498680633][bookmark: _Toc498680827][bookmark: _Toc498681357][bookmark: _Toc498708258][bookmark: _Toc498708424][bookmark: _Toc498714725][bookmark: _Toc498714742][bookmark: _Toc498716911][bookmark: _Toc498716976][bookmark: _Toc498720479][bookmark: _Toc498720515]Proposal 11: When a larger SCS schedules a smaller SCS for DL data, the overlapping slot is considered as K0=0.
For case 2, K0 definition also needs clarification. For example, should we call slot 2n+1 as K0=0 or 1? If we try to be based on the numerology of the data transmission, K0=1 may be more adequate. Otherwise, we need to introduce N0 larger than 14. When a smaller SCS schedules a larger SCS, it is proposed that K0=0 is defined for the slot whose beginning slot boundary is aligned with the beginning slot boundary with PDCCH.
[bookmark: _Toc498708425][bookmark: _Toc498714726][bookmark: _Toc498714743][bookmark: _Toc498716912][bookmark: _Toc498716977][bookmark: _Toc498720480][bookmark: _Toc498720516]Proposal 12: When a smaller SCS schedules a larger SCS for DL data, K0=0 is defined for the slot whose beginning slot boundary is aligned with that of the slot containing PDCCH with DL grant.
Another issue with cross carrier scheduling is whether to have a joint grant or separate grant. For case 1, cross carrier scheduling is not different from the cross carrier scheduling with same numerology in terms of necessary grants. For case 2, given multiple slots overlapping with the slot with PDCCH, there can be a separate DCI per grant or a joint DCI for multiple grants. For scalable design, a separate DCI per grant is beneficial. On the other hand, a joint grant will be more spectrally efficient in terms of resource utilization. Some restrictions may be necessary in order not to increase the DCI proportional to the number of grants.
[bookmark: _Toc498708426][bookmark: _Toc498714727][bookmark: _Toc498714744][bookmark: _Toc498716913][bookmark: _Toc498716978][bookmark: _Toc498720481][bookmark: _Toc498720517]Proposal 13: A separate DCI per grant is supported for cross carrier scheduling with mixed numerology. A joint grant is also supported for NR.
Although Figure 1 shows DL scheduling, same case exists for UL data scheduling. Proposal 1 through 3 can be applicable for both DL and UL scheduling. Therefore, the following additional proposals can be made.
[bookmark: _Toc498708427][bookmark: _Toc498714728][bookmark: _Toc498714745][bookmark: _Toc498716914][bookmark: _Toc498716979][bookmark: _Toc498720482][bookmark: _Toc498720518]Proposal 14: When a larger SCS schedules a smaller SCS for UL data, the overlapping slot is considered as K2=0.
[bookmark: _Toc498708428][bookmark: _Toc498714729][bookmark: _Toc498714746][bookmark: _Toc498716915][bookmark: _Toc498716980][bookmark: _Toc498720483][bookmark: _Toc498720519]Proposal 15: When a smaller SCS schedules a larger SCS for UL data, K2=0 is defined for the slot whose beginning slot boundary is aligned with that of the slot containing PDCCH with UL grant.



(a) Case 1: Larger SCS scheduling smaller SCS


(b) Case 2: Smaller SCS scheduling larger SCS
Figure 10: Cross carrier DL scheduling with mixed numerology

HARQ feedback handling
Cross carrier acknowledgement with mixed numerology was also agreed for NR. Figure 2 shows two cases for cross carrier acknowledgement with mixed numerology for DL scheduling. Case 1 is when A/N is transmitted on a carrier with smaller SCS. Case 2 is the other case. 
For case 1, similar to data scheduling in subsection 2.1, the following proposals are made.
[bookmark: _Toc498708429][bookmark: _Toc498714730][bookmark: _Toc498714747][bookmark: _Toc498716916][bookmark: _Toc498716981][bookmark: _Toc498720484][bookmark: _Toc498720520][bookmark: _Toc494713336][bookmark: _Toc494713424][bookmark: _Toc494734991][bookmark: _Toc494735057][bookmark: _Toc494735634][bookmark: _Toc494745998][bookmark: _Toc494746315][bookmark: _Toc498464665][bookmark: _Toc498464683][bookmark: _Toc498679766][bookmark: _Toc498680126][bookmark: _Toc498680606][bookmark: _Toc498680638][bookmark: _Toc498680832][bookmark: _Toc498681362]Proposal 16: When A/N is transmitted on a carrier with a smaller SCS, the overlapping slot is considered as K1=0.
For case 2, K1 definition needs some clarification. The following is proposed.
[bookmark: _Toc498708430][bookmark: _Toc498714731][bookmark: _Toc498714748][bookmark: _Toc498716917][bookmark: _Toc498716982][bookmark: _Toc498720485][bookmark: _Toc498720521][bookmark: _Toc494713337][bookmark: _Toc494713425][bookmark: _Toc494734992][bookmark: _Toc494735058][bookmark: _Toc494735635][bookmark: _Toc494745999][bookmark: _Toc494746316][bookmark: _Toc498464666][bookmark: _Toc498464684][bookmark: _Toc498679767][bookmark: _Toc498680127][bookmark: _Toc498680607][bookmark: _Toc498680639][bookmark: _Toc498680833][bookmark: _Toc498681363]Proposal 17: When A/N is transmitted on a carrier with a larger SCS, K1=0 is defined for the slot whose ending slot boundary is aligned with that of the slot containing PDSCH.
In other words, slot 2n+1 becomes K1=0. Slot 2n+2 is K1=1, 2n+3 is K1=2 and so on.



(a) Case 1: A/N transmitted on a carrier with smaller SCS


(b) Case 2: A/N transmitted on a carrier with larger SCS
Figure 11: Cross carrier ACK transmission with mixed numerology

Power control with mixed numerology
UL CA will also be supported with NR. When UL CCs have different numerologies, UE transmit power changes in the middle of the slot with a smaller SCS due to the slot boundary with a larger SCS. This may cause the gate state switching which causes phase discontinuity. Phase discontinuity will lead to demodulation performance degradation due to the mismatch between estimated channel and the channel experienced by the data channel. Due to this reason, it is proposed to have a single PC group corresponding to a group of the same numerology per band. CCs in inter-band CA can have individual PC group, given the use of separate PA/RF chains.
[bookmark: _Toc498708432][bookmark: _Toc498714732][bookmark: _Toc498714749][bookmark: _Toc498716918][bookmark: _Toc498716983][bookmark: _Toc498720486][bookmark: _Toc498720522]Proposal 18: NR supports a single power control group corresponding to a group of the same numerology per band.
Conclusions
This contribution has presented issues in CA and BWP for NR including SCell BWP adaptation, timeline with CA activation/deactivation, dynamic HARQ-ACK feedback, and CA with mixed numerology. The following observation and proposals have been made:

Observation 1: DCI-based CA/BWP activation/deactivation command provides shorter latency than the MAC CE-based activation/deactivation (See [8]).
Observation 2: DAI padding can be used to enhance the robustness against missing grant towards the end. From gNB perspective, DAI padding can be an implementation choice. From UE perspective, ACK/NACK-padding in the PUCCH is mandated for any gap in the DAI counter, irrespective of whether the gap is detected between two consecutive PDSCH allocation or not.

Proposal 1: RAN1 supports the configuration of a special BWP which corresponds to a BWP that is always deactivated. It can be referred to as the “zero-BWP”.
Proposal 2: Zero BWP can become the active BWP on an activated SCell to gate off operations that require an activated BWP, in order to enable power saving.
Proposal 3: Zero BWP can be configured as the default DL BWP on a SCell. Zero BWP is not allowed to be configured as the first active BWP on a SCell.
Proposal 4: Support scheduling DCI with “zero” assignment for active DL BWP or DL/UL BWP pair switching. For DL scheduling DCI, UE is expected to send positive HARQ-ACK for zero-size PDSCH transmission.
Proposal 5: When gNB sends BWP switching DCI on SCell, it may indicate activation of zero-BWP on the SCell.
Proposal 6: When gNB sends BWP switching DCI (with “zero” assignment) on PCell, it may include SCell control indicator and bitmap, which selects the SCells whose active BWP will be switched to the first active BWP. If zero-BWP is the original active BWP, this effectively brings the SCell out of zero-BWP.
Proposal 7: Aperiodic TRS is supported at SCell activation.
Proposal 8: Improved CA/BWP activation/deactivation timeline should be considered for NR compared to LTE.
Proposal 9: NR adopts multiple DAI instances, with each DAI instance corresponds to a specific ACK-NACK payload size.
Proposal 10: Cross carrier slot-based scheduling is allowed toward equal or later slot only (defined by the beginning of the slot).
Proposal 11: When a larger SCS schedules a smaller SCS for DL data, the overlapping slot is considered as K0=0.
Proposal 12: When a smaller SCS schedules a larger SCS for DL data, K0=0 is defined for the slot whose beginning slot boundary is aligned with that of the slot containing PDCCH with DL grant.
Proposal 13: A separate DCI per grant is supported for cross carrier scheduling with mixed numerology. A joint grant is also supported for NR.
Proposal 14: When a larger SCS schedules a smaller SCS for UL data, the overlapping slot is considered as K2=0.
Proposal 15: When a smaller SCS schedules a larger SCS for UL data, K2=0 is defined for the slot whose beginning slot boundary is aligned with that of the slot containing PDCCH with UL grant.
Proposal 16: When A/N is transmitted on a carrier with a smaller SCS, the overlapping slot is considered as K1=0.
Proposal 17: When A/N is transmitted on a carrier with a larger SCS, K1=0 is defined for the slot whose ending slot boundary is aligned with that of the slot containing PDSCH.
Proposal 18: NR supports a single power control group corresponding to a group of the same numerology per band.
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