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1 Introduction

In this contribution, we present our views on various details of DL and UL scheduling and HARQ management in NR systems.
This contribution is revised from R1-1717394 [5] taking into account the discussions and decisions during RAN1 #90bis.
2 On slot- and non-slot-based scheduling

RAN1 has agreed the following regarding slot- and non-slot-based scheduling [2]:
· For downlink, UE can be informed about the first DMRS position of the PDSCH between the following:

· Fixed on the 3rd or 4th symbol of the slot (for, a.k.a, slot-based scheduling)

· 1st symbol of the scheduled data (for a.k.a non-slot-based scheduling)

· FFS: if special handling is needed for the case where some of the PRBs of the symbol of the scheduled data is overlapped with the other signals/channels
· FFS: When the UE is configured both slot-based scheduling and non-slot-based scheduling, the first DMRS position of the PDSCH can be changed between the 3rd or 4th symbol of the slot and 1st symbol of the scheduled data
· For uplink, the first DMRS position of the PUSCH is fixed relative to the start of the scheduled data.
· FFS: Additional possibility of the another fixed position relative to the start of slot
· The exact fixed position can be changed depending on the duration of the scheduled data

During RAN1 #90bis, the following was agreed:

· For slot-based scheduling;

· Confirm the following working assumption with updates:

· The first DMRS position either on symbol #2 or symbol #3 is configured by PBCH

· Maximum time duration of a CORESET is 2 symbols if the first DMRS position of a PDSCH with slot-based scheduling is on symbol #2, and is 3 symbols otherwise.

· The starting OFDM symbol of a CORESET can be symbol #0, #1, or #2, in a slot.

· However, the ending OFDM symbol of a CORESET is not later than symbol #2 in a slot.

In the following table, we summarize the possible components for these two types of scheduling, at least when considering unicast. 

	Components defining Slot-based scheduling
	Components defining Non-slot-based scheduling

	First DMRS for PDSCH occurs in 3rd or 4th symbol of a slot (DL-DMRS-typeA-pos)
	First DMRS for PDSCH occurs in first symbol of PDSCH

	CORESET used for PDCCH scheduling PDSCH/PUSCH is restricted to first three symbols
	CORESET used for PDCCH scheduling PDSCH/PUSCH can be beyond the first three symbols of a slot

	CORESET monitoring periodicity is in integer multiples of 14 symbols
	CORESET monitoring periodicity can be < 14 symbols

	PDSCH/PUSCH starting symbol is within first [four] symbols of a slot
	PDSCH/PUSCH starting symbol can be beyond first four symbols of a slot

	PDSCH/PUSCH ending symbol is one of last [four] symbols of a slot
	PDSCH/PUSCH ending symbol can occur in a symbol before last [four] symbols of a slot

	PDSCH/PUSCH duration spans at least 7 symbols
	PDSCH/PUSCH durations can be 2/4/7 symbols


Considering the above characterization, one significant difference from a UE implementation perspective exists in terms of the PDCCH monitoring requirements. As also discussed in our companion paper on PDCCH CORESETs and search spaces [7], PDCCH CORESET monitoring with periodicity < 14 symbols for unicast scheduling requires capability to handle DCI triggers that are asynchronous in nature in terms of slot-level periodicity, i.e., the UE hardware should be dimensioned to not only perform the required PDCCH BDs (that may or may not be higher than the case of slot-based scheduling), but also be able to handle the processing requirements upon detection of a scheduling DCI. Therefore, if slot- and non-slot-based scheduling are defined to include different requirements on CORESET monitoring periodicities, then, non-slot-based scheduling should be an optional UE capability.

On the other hand, if CORESET monitoring requirements are not coupled with slot- and non-slot-based scheduling, then the optional UE capability can be limited to the requirements on CORESET monitoring periodicity of less than 14 symbols or with periodicity of integer multiples of 14 symbols.
Proposal 1:

· If slot- and non-slot-based scheduling are separately and explicitly defined in the specification to include different requirements on CORESET monitoring periodicities with CORESET monitoring periodicity < 14 symbols necessary for non-slot-based scheduling, then, the latter should be an optional UE capability.
· Otherwise, optional UE capability can be defined separately only for CORESET monitoring requirements.
RAN1 has agreed on a characterization of minimum UE processing times assuming slot-based scheduling. Considering the key components in Table 1, it is clear that in terms of processing of a single DL or UL TB, there should not be any significant difference in minimum UE processing times for slot- and non-slot-based scheduling. 

Accordingly, when a UE is configured with non-slot-based scheduling (this could be achieved by appropriate configuration of the PDSCH mapping type), HARQ processes can be shared flexibly between slot- and non-slot-based scheduling. 
Proposal 2:

· Minimum UE-processing times and HARQ timings for slot- and non-slot-based scheduling should be the same.
Given the specific use cases targeted for non-slot-based scheduling, use of non-slot-based scheduling (i.e., PDSCH mapping type B) for unicast scheduling should be configurable. That is, the UE needs to be first configured by higher layers before it can be scheduled using non-slot-based scheduling. This should be irrespective of whether non-slot-based scheduling is a mandatory or optional feature for the UE.

Proposal 3:

· Unicast scheduling with non-slot-based scheduling should be first configured via UE-specific RRC before it can be used.
However, once configured, it may not be possible to distinguish slot- and non-slot-based scheduling unless new restrictions are introduced, and in such a case dynamic signaling in DCI may be needed to distinguish these.
3 Provisioning for switching time

In the latest draft specifications, the K1 and K2 values are specified as at least large enough to include the minimum UE processing times (N1, N2) and the timing advance (TA). In addition, the NTA_offset accounting for the UL-to-DL transition, and that is already included in determining the DL-UL relative timing, should be included in determining the minimum value of K1 and K2. 

Further, the switching time for DL-to-UL transition should be provisioned as well.

Note that it was agreed during RAN1 NR AH#2 meeting that:

· Note: RAN1 specification ensures that UE(s) is/are aware of which resources can be for ‘gap for DL-UL switching’ and/or ‘gap’
Further, the following was identified as FFS in relation to the N1, N2 values:

· Note the timing advance is not included in N1 and N2 
· FFS whether other aspects, e.g. UE UL/DL switching time, etc. are included in N1 and N2

It is important to realize the objective in the first Note above, and this can be achieved by specifying that the UE can assume one “Unknown” symbol before the first UL symbol in case of switching from DL to UL, during which the UE is not expect to receive or transmit anything, including no PDCCH monitoring. The one-symbol gap can be defined in the numerology of the impending UL transmission.
Then, whether the N1, N2 values can be assumed to already include the switching time, or additional time needs to be provisioned for the larger SCS values can be discussed further.

Proposal 4:

· In case of UL transmission immediately following a DL symbol, the UE may assume a one symbol duration preceding the start of the UL transmission during which the UE is not expected to receive or transmit anything, including no PDCCH monitoring.
4 Number of HARQ Processes
In LTE, a single numerology, slot duration, fixed processing time-budgets (or round-trip) and fixed UL-DL configurations (in case of TDD) were assumed to determine the number of HARQ processes, which yielded a single value for FDD (8) , and a fixed value for each of the TDD configurations (ranging from 4 to 15). 

While we think some of the same principles from LTE can be re-applied, for NR there is a lot of configurability (e.g. numerology, processing time-budgets, UL and DL transmissions), which can potentially lead to wide-variation in the number of HARQ processes at the UE side, leading to a maximum number of HARQ processes which is relatively large, and which may not be applicable to the typical configurations at which the UE is expected to operate. 

Typically, the number of HARQ processes are determined such that the UE pipe can be kept full while each process is waiting for HARQ feedback in the SAW protocol. In TDD systems especially, this can lead to increased number of HARQ processes for various reasons, including limited uplink feedback occasions, gNB scheduling freedom, UE processing time, etc. While increased number of HARQ processes can lead to increased control overhead (e.g. increased payload on DCI and uplink control feedback), its impact on HARQ buffer at the UE side can be ameliorated using soft buffer management techniques (such as overbooking, etc). 

The factors impacting the maximum number of HARQ processes include:

· UE and gNB processing times for data channels

· UE processing time for DL control channel decoding

· Relates to DL control channel monitoring occasions, overall PDCCH blind decoding load, relationship between PDCCH and scheduled PDSCH (i.e., if the PDCCH needs to be decoded in order to receive the PDSCH)

· UE processing time for preparation of UL transmission

· Operation point w.r.t. throughput. For instance, the maximum number of HARQ processes may only correspond to peak data rate operation in certain configurations. The relationship to throughput/data rates, in turn, influenced by:

· Maximum TBS sizes

· HARQ RTT (incorporating data channel duration and scheduling/HARQ delays)

· Numerology

· Propagation delays and backhaul/front haul delays (i.e., dependency on deployments)

The maximum number of HARQ processes can be different for different UEs, depending on their capabilities.
To determine the maximum number of HARQ processes, it may be natural to consider the maximum possible HARQ RTT configuration. However, a reasonable balance is necessary between the resulting UE complexity, gNB scheduling flexibility, and expected performance (e.g., achievable data rates) in determining suitable combination(s) for the values of K0 through K3 that may be used to guide the maximum number of HARQ processes.
During the RAN1 NR AH#3 meeting, the following was agreed [4]:

· Maximum number of HARQ processes for unicast PDSCH is configured per cell for a UE

· FFS impact on DCI design

In general, the maximum number of HARQ processes would impact the DCI design via the HARQ process index field (extra some states could be reserved or unused). Although it has been agreed that the number of HARQ processes is semi-statically configured to the UE on a per CC basis, adapting the DCI field bit-width is not recommended to address possible ambiguity during reconfiguration of the number of HARQ processes. 

It is noted that peak rate is likely not targeted by the UE if the number of HARQ processes used is relatively larger than suitable reference configuration(s) for that UE e.g., in that case it causes excessive soft buffer blocking, or UE would support a lower data rate, etc.

For example, a processing time of two slots with SCS 30kHz, , yields four as a reference number of HARQ processes supporting a certain peak data rate and a certain amount of soft buffer locations with a given LBRM factor (of  50%) [1]. In this case the maximum number of HARQ processes may be set to 4 (or to a slightly larger number such as 6, if some margin is allowed). In case of a slight margin, the UE may be able to support the peak data rate using soft buffer overbooking method without increased blocking. However, requiring UE to support peak data rate for a very large number of maximum HARQ processes shall be avoided as it will also require increase soft memory. Further, the number of HARQ processes and peak data rates can be different depending on numerology and timing relationships.
The maximum HARQ processes may be different between DL and UL.
A small number of HARQ processes (such as [8]) can be arranged to the UE depending on UE capability and the HARQ feedback timeline n+k configured to the UE. 

The maximum number of HARQ processes does not necessarily mandate a certain UE soft buffer requirement dependent on that number i.e. the UE soft buffer requirement may not linearly increase with the number of HARQ processes. For scheduling flexibility, the system may operate with more addressable HARQ processes than what the UE can fully store in its HARQ buffer.

Proposal 5: 

· A small number of HARQ processes (such as [8]) can be arranged to the UE depending on UE capability and the HARQ feedback timeline n+k configured to the UE.
Proposal 6: 

· The bit-width of the HARQ process ID field in the DCI is defined based on the maximum configurable number of HARQ processes in NR and not the maximum number of HARQ process the UE is configured with.

5 Conclusions

In this contribution, we shared our view on slot- and non-slot-based scheduling, provisioning of UE RF switching time, and number of HARQ processes in NR. Based on the discussion, we summarize our views through the following proposals:
Proposal 1:

· If slot- and non-slot-based scheduling are separately and explicitly defined in the specification to include different requirements on CORESET monitoring periodicities with CORESET monitoring periodicity < 14 symbols necessary for non-slot-based scheduling, then, the latter should be an optional UE capability.

· Otherwise, optional UE capability can be defined separately only for CORESET monitoring requirements.
Proposal 2:

· Minimum UE-processing times and HARQ timings for slot- and non-slot-based scheduling should be the same.
Proposal 3:

· Unicast scheduling with non-slot-based scheduling should be first configured via UE-specific RRC before it can be used.
Proposal 4:

· In case of UL transmission immediately following a DL symbol, the UE may assume a one symbol duration preceding the start of the UL transmission during which the UE is not expected to receive or transmit anything, including no PDCCH monitoring.
Proposal 5: 

· A small number of HARQ processes (such as [8]) can be arranged to the UE depending on UE capability and the HARQ feedback timeline n+k configured to the UE.

Proposal 6: 

· The bit-width of the HARQ process ID field in the DCI is defined based on the maximum configurable number of HARQ processes in NR and not the maximum number of HARQ process the UE is configured with.
References

[1] R1-1716324, “Soft-buffer management,” Intel Corporation, RAN1 NR AH#3, Nagoya, Japan, September 2017.
[2] Chairman’s notes, RAN1 Adhoc#2, Qingdao, China, June, 2017.
[3] Chairman’s notes, RAN1 #88bis, Spokane, USA, April, 2017.
[4] Chairman’s notes, RAN1 NR AH#3, Nagoya, Japan, September 2017.
[5] R1-1717394, “Remaining details of scheduling and HARQ in NR,” Intel Corporation, RAN1 #90bis, Prague, Czech Republic, October 2017.
[6] Chairman’s notes, RAN1 #90bis, Prague, Czech Republic, October 2017.
[7] R1-1720082, “PDCCH CORESETs and search spaces,” Intel Corporation, RAN1 #91, Reno, USA, November 2017.
PAGE  
5/5

