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1. Introduction
[bookmark: _GoBack]This is a revision of R1-1717965. In this contribution, we discuss frequency-domain resource allocation, time-domain resource allocation, and TBS determination. 
Regarding frequency domain resource allocation, we focus on how to determine RBG size for a given bandwidth part (in section 2.1) and how to define PRB grid and PRB indexing (in section 2.2). 
Regarding time-domain resource allocation, we focus on signalling aspect of time domain resource allocation for one-slot case (in section 3.1), multi-slot case (in section 3.2), and non-slot case (in section 3.3). 
Regarding TBS determination, we discuss details of parameter of formula for TBS determination (in section 4.1), how to perform quantization procedures (in section 4.2), and how to support special TBS (in section 4.3), and how to calculate TBS for multi-slot case (in section 4.4). 

2. Frequency-domain resource allocation
In RAN1#90bis meeting [1] and email approval [2], the followings agreements were made regarding frequency-domain resource allocation and PRB indexing.
	Agreement:
· For the fallback DCI, only resource allocation type 1 is supported
· At least with PRB-level granularity
· FFS other granularty(ies)
Agreements:
	
	Config 1
	Config 2

	X0 – X1 RBs
	RBG size 1
	RBG size 2

	X1+1 – X2 RBs
	RBG size 3
	RBG size 4

	…
	…
	…


· RRC selects config 1 or config 2
· One config (config 1) is the default until RRC configures otherwise
· The numbers ‘RBG size’ in the table are fixed in the spec
· The number of rows should be no more than [4-6]
· Same table for DL and UL
· The configuration for DL & UL is separate
· Same RBG size irrespective of the duration (slot vs. non-slot)
Agreement:
· The notion of VRB is included in the specifications.
· A non-transparent VRB-to-PRB mapping (i.e. PRB_i=VRB_j where j=f(i)) is supported 
· At least for resource allocation type 1
· Discuss further whether to support it also for resource allocation type 0
· At least a block-interleaver is used for VRB-to-PRB mapping 
· FFS the details
· A single bit in the DCI indicates localized or distributed VRB-to-PRB mapping.
Agreement:
· Adopt the following refined subband sizes:
	Carrier bandwidth part (PRBs)
	Subband Size (PRBs): 
1st value, 2nd value

	24 – 60
	4, [8]

	61 – 100
	8, [16]

	101 – 200
	[12], [24]

	201 – 275
	16, [32] 


· The 2nd subband size values in brackets are to be confirmed or refined in RAN1#91 
Agreement:
· Support PUSCH frequency-hopping for DFT-s-OFDM and CP-OFDM waveform with RA Type 1. 
· At least support intra-slot FH for Msg.3.   
· FFS: details including hopping pattern/configurations, signaling designs, etc.
· FFS whether applicable to all PUSCH durations within a slot 
· FFS: whether to support repetition of Msg.3
· Support UE-specific RRC configuration of the following: 
· Mode 1: intra-slot FH only 
· FFS whether applicable to all PUSCH durations within a slot
· Note: Mode 1 is applicable to single slot and repetition case
· Mode 2: inter-slot only 
· Note:  Mode 2 is applicable to repetition case
· FH across mini-slots for repetitions 
· FFS: whether it can be enabled by which mode and details, including alignment with slot boundary, pattern etc. Target to have a common FH design between slot and mini-slot.
· FFS: details including the number of configurations, hopping pattern/configurations, signaling designs, etc.
· Support RAR/UL grant indication for PUSCH frequency-hopping 
· FFS: details including how to indicate enable/disable and pattern/mode of FH.




2.1. RBG size/number determination
Both RBG size and subband size will be determined based on the bandwidth part size. In this case, network can choose which mapping table is used. Since subband can be used as a unit of channel estimation, it is desirable that at least RBG boundary is aligned with subband boundary. In this case, it can be considered to reuse the ranges of BWP size used in subband size table for RBG size table. Next, the values of RBG size needs to be defined considering subband size. To be specific, for a given BWP size, selected subband size could be multiples of the selected RBG size. Furthermore, considering compact DCI design for URLLC, it can be considered to introduce mapping table with larger RBG size. Table 1 presents an example of RBG size table across multiple BWP size. 
Table 1: Example of RBG size determination table
	Carrier bandwidth part (PRBs)
	Config 1
	Config 2

	20– 60
	2
	4

	61– 100
	4
	8

	101– 200
	8
	8 or 16

	201 – 275
	16
	16 or 32



Proposal 1: For RBG size determination table design, 
· The number of row associated with the range of BWP size is 4. 
· The range of BWP size is given by
· 20-60 
· 61-100
· 101-200
· 201-275
· RBG size is set to be divisor of subband size.

In applying RBGs, it needs to be clarified whether it applies within BWP starting from the PRB 0 of local PRB indexing within its BWP or starting from PRB 0 of common PRB indexing. In general, it’s desirable to apply RBGs aligned with common PRB indexing such that regardless of BWP configuration, RBGs are aligned among different UEs. If this is applied, the number of RBGs can be ceil (the configured BWP’s BW/RBG size) + x where x can be 0, 1 or 2 depending on the starting PRB index of the BWP in common PRB index. 
Proposal 2: RBG grouping is applied based on common PRB indexing. 
On the frequency-domain resource allocation bit field size, it is necessary to consider the case where active bandwidth part can be changed dynamically. In this case, scheduled BWP (where PDSCH or PUSCH is transmitted) and scheduling BWP (where PDCCH is transmitted) can have different RBG size/number. To be specific, to support dynamic BWP adaptation via scheduling DCI, a single DCI format with the same size can schedule PDSCH on the same BWP or on the different BWP. Considering BD attempts, DCI size needs to be constant. One simple approach is to assume maximum bit sizes which can cover any resource allocation of the configured BWPs. This however can lead higher overhead. Another approach is that resource allocation bit field size is determined based on RBG size/number of the scheduling BWP. In this case, it is necessary to investigate how to interpret resource allocation field considering RBG size/number of the scheduled BWP. To support such dynamic switching of RBG sizes/numbers (e.g., between two RBG sizes/numbers) while keeping the same DCI overhead, we can consider to maintain the same number of RBGs indicated by DCI frequency resource allocation. In other words, the overall RA field size is fixed where a combination of schedulable RBGs (the number of RBGs) and RBG sizes are maintained such that the required bitmap size would not change with BWP switching. Figure 1 shows an example for frequency-domain resource allocation for a given bandwidth part:

 
Figure 1: Example of frequency domain resource allocation
Within the same range of BWP size, even though RBG size is the same, the required number of bits for frequency-domain resource allocation can be different due to the different number of RBGs within BWP. In this case, to keep the DCI size constant, some portion of RBG cannot be indicated by resource allocation field as shown in Figure 1-(b). In selecting which RBGs are scheduled, we can start from the lowest frequency with the full PRBs in the RBG. For example, due to reserved resource or RBG construction based on common PRB indexing, if the first RBG does not contain the full number of PRBs, then second RBG is used as the starting RBG for the scheduling. 
Proposal 2: For resource allocation bit field, 
· Bit field size of frequency-domain resource allocation of RA type 0 is determined based on RBG size/number of the scheduling BWP. 
· RBG size to be used for resource allocation is based on the scheduled BWP.

Similarly, when RA type 1 is used, how to determine bit field size for frequency-domain resource allocation needs to be clarified. At least for DCI scheduled in USS, we consider similar approach to RA type 0 can be considered. When fallback DCI is scheduled via CSS, some further considerations (e.g., higher layer configured bit field size of frequency domain resource allocation) are needed. 

2.2. VRB-to-PRB mapping
The concept of VRB can be used to support frequency hopping and/or distributed mapping of NR resource allocation type 1 where the indicated virtual resource allocation is contiguous. In this case, the allocated PRBs can be derived by contiguous VRB allocation and VRB-to-PRB mapping. For the derived PRBs, PDSCH or PUSCH will be mapped in increasing order of layer index, then subcarrier index over the assigned PRBs, and then symbol index. 
Proposal 3: Data mapping order is not changed regardless of whether transparent VRB-to-PRB mapping or non-transparent VRB-to-PRB mapping is used. 
Regarding non-transparent VRB-to-PRB mapping, it is necessary to consider multiplexing between multiple UEs as well as frequency diversity gain. First of all, when UEs are configured with the same BWP, the same pattern of VRB-to-PRB mapping within the active BWP can simply guarantee efficient multiplexing among UEs and frequency diversity gain. Considering collision between UEs having different BWP with different BWP size, it would be useful that network configures frequency region to be used for non-transparent VRB-to-PRB mapping to avoid the collisions. In this case, VRB-to-PRB mapping will be performed within the configured frequency region. For instance, when block interleaver is used for non-transparent VRB-to-PRB mapping, VRB index is written into the interleaver matrix row by row, and certain sets of rows can be excluded or replaced with NULL. Next, PRB index is derived by reading out the index sequence column by column from the interleaver matrix. For a given BWP, since multiple UEs with different RA type (e.g. NR RA type 0) can be multiplexed, it would be beneficial to perform VRB-to-PRB mapping in a unit of RBG instead of a single PRB if RA type 1 also uses RBG level or it is used for RA type 1. In this case, each element of the interleaver matrix could be associated with multiple RBs. 
Proposal 4: For block-interleaver to perform non-transparent VRB-to-PRB mapping for DL,
· The number of columns (the size or row vector) of the interleaver matrix is configured/indicated by RRC for each configured BWP.
· Each element of the interleaver matrix is associated with RB or RBG depending on resource allocation granularity/precoder assumption
· The number of row of the interleaver matrix is implicitly derived based on the number of columns and BWP size.
· RRC signaling can configure certain set of rows to be treated as NULL. 
· Note that NULL will be excluded from the output sequence of the interleaver matrix. 
More specifically, the number of columns corresponds to the frequency gab between non-contiguous PRB or PRB groups. When the number of allocated VRB increases, the gap will be reduced. Following figure shows an example of non-transparent VRB-to-PRB mapping when different BWP are overlapped each other.


Figure 2: Example of non-transparent VRB-to-PRB mapping. 
However, in case of nulling some entry of the interleaver matrix, it can reduce frequency diversity gain as well as scheduling flexibility. Alternatively, it can be considered that each BWP is partitioned in to multiple subbands for distributed mapping. In this case, overlapping region between different BWP needs to have the same set of subbands. Next, non-transparent VRB-to-PRB mapping is performed in 2-step. The 1st step is to choose subband within a BWP, and the 2nd step is to perfom interleaving within the selected subband. 
In case of UL transmission, it is necessary to keep the contiguous resource allocation after non-transparent VRB-to-PRB mapping. In other words, the VRB-to-PRB mapping for UL will be used to support frequency hopping within a slot or across slots. In this case, instead of interleaving matrix, the non-transparent VRB-to-PRB mapping could be expressed by offset. In other words, PRB index will equals to the sum of VRB index and offset. To be specific, depending on the intra-slot, inter-slot hopping mode, the offset will be dynamically changed every symbol group or every slot. Considering multiplexing of different PUSCH durations (e.g., slot-level PUSCH, non-slot-level PUSCH), it can be considered to configure hopping unit in time-domain. On the value of the offset, it can be given by RRC signalling and/or DCI indication similar with LTE frequency hopping type 1, or it can be derived by pseudo random sequence. In this case, since different BWPs can be partially or overlapped each other, it would be necessary that network configures frequency hopping bandwidth to be used for frequency hopping.
Proposal 5: For non-transparent VRB-to-PRB mapping for UL,
· Allocated PRBs are contiguous with frequency hopping within a slot or across slots. 
· Hopping unit in time-domain is configured by RRC or RMSI.
· Frequency hopping bandwidth is configured by RRC or RMSI. 
· The value of frequency offset is given by one or more following options:
· Option 1: Offset is configured by RRC or RMSI.
· Option 2: Offset is indicated by UL grant.
· Option 3: Offset is derived by pseudo random sequence initialized by cell-specific parameters. 

Other remaining issue is whether to support VRB-to-PRB in RMSI/OSI/RAR/paging scheduling. It can be enabled by scheduling DCI whether to use it or not. If higher layer signalling is needed for example for configuration of column size in block interleaver, signalling can be done by at least RMSI assuming a default value is used for RMSI PDSCH. 
3. Time-domain resource allocation 
In RAN1#90bis meeting, following agreements were made regarding time domain resource allocation [1]:
	Agreements:
· For both slot and mini-slot, the scheduling DCI can provide an index into a UE-specific table giving the OFDM symbols used for the PDSCH (or PUSCH) transmission
· starting OFDM symbol and length in OFDM symbols of the allocation
· FFS: one or more tables
· FFS: including the slots used in case of multi-slot/multi-mini-slot scheduling or slot index for cross-slot scheduling
· FFS: May need to revisit if SFI support non-contiguous allocations
· At least for RMSI scheduling
· At least one table entry needs to be fixed in the spec
Agreements:
· For both slot and mini-slot, the scheduling DCI can provide an index into a UE-specific table giving the OFDM symbols used for the PDSCH (or PUSCH) transmission
· 


3.1. Multi slot case
Main motivation of multi-slot aggregation would be to enhance detection performance of a TB by using repetition in time-domain. In our view, it would be beneficial in terms of decoding complexity that PDSCH or PUSCH transmission is self-decodable in each aggregated slot. In other words, a single PDSCH or PUSCH will be mapped within a slot rather than across multiple aggregated slots. 
Proposal 6: For multi-slot scheduling, a single PDSCH or PUSCH is mapped within a slot. 
In terms of resource allocation, multi-slot aggregation may need to support non-contiguous time-domain resource allocation. For instance, UL transmission with multi-slot aggregation may need to reserve DL resources for possible DL control channel at the beginning of each aggregated slot. Similarly, DL transmission with multi-slot aggregation may need to reserve UL resources for UL control channel at the end of aggregated slot(s). These kinds of slot formats in terms of DL portion and UL portion can be different slot-by-slot. In case, following options can be considered for time-domain resource allocation across multiple aggregated slots: 
· Option 1: Scheduling DCI indicates one of RRC configured sets for time-domain resource allocation parameters across aggregated slots. 
· Option 2: Time-domain resource allocation parameters for one slot case are applied to all the aggregated slots.
· Option 3: Time-domain resource allocation parameters for one slot case are applied to certain aggregated slot(s). Remaining time-domain resources across aggregated slot are configured by additional RRC signalling and/or DCI indication. 
In case of Option 1, RRC configured set for time-domain resource allocation would be consists of starting slot index, ending slot index (or the number of aggregated slots), stating symbol index within a slot for each aggregated slot, and ending symbol index within a slot for each aggregated slot. In other words, it is necessary to configure RRC configured sets for multi-slot case in addition to RRC configured set for one slot case. Since the number of parameters within a set would be large, it could be inefficient in terms of scheduling flexibility if the RA bit field size is kept to be constant. Alternatively, it may need to increase RA bit field size for multi-slot case compared to one slot case. 
In Option 2, since time-domain resource allocation for one slot case is applied to all the aggregated slots consistently, it may not need to have additional RRC configuration or DCI bit field to support multi-slot case. However, it could be inefficient in terms of resource usage. For instance, to guarantee potential UL (or DL) transmission(s) during the aggregated slots, scheduled DL (or UL) resources in time domain could be unnecessarily smaller than the overall DL (or UL) resources in time domain across aggregated slots, respectively. 
In our view, RRC configuration and DCI indication for time-domain resource allocation for one slot case would need to be reused for multi-slot case considering RRC and DCI overhead. Next, to enhance scheduling flexibility, addition overhead on RRC signalling and/or DCI indication may be needed. In those points of views, Option 3 can be taken into account considering trade-off between signalling overhead and scheduling flexibility. 
Alternatively, slot format related information transmitted in group-common PDCCH can be used to update time-domain resources of PDSCH or PUSCH in aggregated slots. However, UE may need to successfully detect both DCI scheduling PDSCH or PUSCH and group-common PDCCH. Furthermore, for data mapping purpose, at the scheduling, SFI for the scheduled slots needs to be known. If slot format is changed after scheduling data, it may cause ambiguity regarding the overall available REs. If group common PDCCH changes slot format dynamically, one approach is to assume configured/indicated time-domain resources for data rate matching, and may perform puncturing if slot format is changed in the middle of multi-slot scheduling. 
Proposal 7: Time domain resource allocation for multi slot case is supported by following options:
· Option 1: Scheduling DCI indicates one of RRC configured sets for time-domain resource allocation parameters across aggregated slots.
· Option 2: Time-domain resource allocation parameters for one slot case are applied to all the aggregated slots.
· Option 3: Time-domain resource allocation parameters for one slot case are applied to certain aggregated slot(s). Remaining time-domain resources across aggregated slot are configured by additional RRC signalling and/or DCI indication.
· Time-domain resources can be updated by group-common PDCCH.
· PDSCH or PUSCH perform rate-matching based on configured/indicated time-domain resource allocation, perform puncturing based on SFI transmitted by group-common PDCCH.
From our perspective, Option 2 or Option 3 is preferred to reuse time-domain resource allocation field and/or configuration of one slot case for time-domain resource allocation of multi-slot case.

Another issue is whether a common time-domain RA is used to indicate ‘same-slot’, ‘cross-slot’ and ‘multi-slot aggregation’ scheduling. When dynamic bandwidth part adaptation is achieved where cross-slot scheduling is necessary to accommodate RF retuning latency, it is desirable that same-slot and cross-slot scheduling can be indicated dynamically. In terms of multi-slot aggregation, it may be configurable by the network, and if it is configured, DCI can carry multi-slot aggregation which can include ‘single-slot’ and ‘cross-slot’ within the maximum number of schedulable multi-slots. 
Proposal 8: NR supports that a common time-domain RA is used to indicate same-slot or cross-slot scheduling. FFS whether to use a common time-domain RA for multi-slot and cross-slot scheduling. 

3.2. Non slot case
So far, there are some differences between slot-based and mini-slot based scheduling at least in terms of DM-RS position. Further, we consider that different DCI format may be used for each scheduling. It is necessary to clarify how slot-based scheduling and mini-slot based scheduling are differentiated. Overall, we can consider two approaches: (1) implicit: mini-slot case and slot case could be distinguished based on the monitoring occasion of PDCCH and its periodicity. For instance, if scheduling DCI is associated with CORESET its periodicity is multiples of slots, its scheduling is corresponding to slot case. Otherwise, the scheduling is corresponding to mini-slot case. (2) explicit: each CORESET can be configured with either slot or mini-slot based scheduling where DCI scheduled in that CORESET can schedule either slot-based data or mini-slot based data. 
As mini-slot scheduling can be also configured with one slot monitoring interval where monitoring may occur only in middle of slot by 7OS mini-slot size, it can be clarified that slot-based scheduling is assumed when CORESET monitoring is multiple of slots unless it is indicated as mini-slot based scheduling. For mini-slot based scheduling, it can be considered that explicit indication of mini-slot based scheduling is configured in each CORESET for mini-slot scheduling. 
Proposal 9: Slot-based scheduling is considered as a default mode with CORESET monitoring periodicity of one or multiple of slots. Mini-slot scheduling is explicitly indicated in CORESET configuration.  

In our perspective, non-slot case is mainly used for URLLC application. In this case, considering latency, PDCCH needs to be transmitted no later than its associated PDSCH or PUSCH transmission. To be specific, it is impossible to transmit PUSCH before decoding UL grant (except for UL transmission without grant). In case of PDSCH, UE may need to have unnecessarily excessive buffer before decoding DCI scheduling the PDSCH. For low latency, the timing difference between PDCCH and PDSCH/PUSCH needs to be small enough. In those points of views, starting symbol index and ending symbol index for non-slot case does not need to be defined with respect to slot boundary. 
Proposal 10: For non-slot (mini-slot) case: 
· Starting symbol index is defined by symbol number from the start of the PDCCH where scheduling. Consider adding an offset for PUSCH for processing time, TA, and necessary switching gap.
· Ending symbol index is defined by symbol number from the starting symbol

4. TBS determination
In RAN1#90bis meeting, following agreements were made regarding TBS determination [1]:
	Agreements:
· For every TB-level (re-)transmission, the UE is able to determine the TB size from the DCI information in that transmission only
Agreements:
· The TBS is determined based on the actual # of available REs compared with a plurality of reference # of REs
· FFS the details, including the # of reference REs and other factors for TBS determination
Agreements:
· Calculate an “intermediate” number of information bits  where 
·  is the number of layers, 
·  is the modulation order, obtained from the MCS index
·  is the code rate, obtained from the MCS index
·  is number of resource elements
·  = Y * #PRBs_scheduled 
· When determining  (number of REs) within a slot
· Determine X =  12* #OFDM_symbols_scheduled – Xd – Xoh 
· Xd = #REs_for_DMRS_per_PRB in the scheduled duration
· Xoh = accounts for overhead from CSI-RS, CORESET, etc. One value for UL, one for DL.
· Xoh is semi-statically determined
· Quantize X into one of a predefined set of values, resulting in Y
· [8] values
· Should allow for reasonable accuracy for all transmission durations
· May depend on the number of scheduled symbols
· FFS: floor, ceiling or some other quantization
· Note: quantization may not be needed
· FFS: Quantization step should ensure the same TB size can be obtained between transmission and retransmission, irrespective of the number of layers used for the retransmission. otherwise Xd has to be independent of the number of layers
· Obtain the actual TB size from the intermediate number of information bits according to the channel coding decisions



4.1. Formula for TBS determination
4.1.1. TBS determination for CBG-based scheduling 
Meanwhile, between initial transmission and retransmission(s), different number of PRBs can be allocated for PDSCH/PUSCH. To be specific, if both initial transmission and retransmission(s) are slot-based-scheduling, and if small number of CBGs are retransmitted, the number of allocated PRBs for retransmission will be considerably reduced compared to the TB-based initial transmission. In this case, even though the reference number of REs per slot per PRB is set to be the same value between initial transmission and retransmission(s), it would not guarantee the same TBS between initial transmission and retransmission(s). 
Observation 1: Configured/indicated reference number of REs per slot/mini-slot per PRB does not always ensure to enable the same TBS between initial transmission and retransmission with the different number of PRBs. 
Considering CBG-based retransmission, as the number of scheduled CBGs increases, the number of allocated PRBs will also increases. In this case, it can be considered to introduce scaling factor to be used in formula for TBS determination. To be specific, in case of CBG-based retransmission, the scaling factor can be derived by CBGTI. For instance, if the total bit field size of CBGTI is N, and the number of enabled states (e.g. the number of scheduled CBG(s)) is M, the scaling factor is N/M. In other words, when Q PRBs are used to transmit TB-based initial transmission, Q*(M/N) PRBs can be used to transmit M CBGs over N CBGs (which is one TB). Alternatively, it can be assumed that UE can decode CBG-based retransmission only if DCI scheduling TB-level initial transmission is successfully decoded. In that case, it can be considered to investigate how to efficiently use MCS/TBS field. For instance, MCS/TBS field in DCI scheduling CBG-based retransmission can be used to indicate modulation order and CBGTI and/or CBGFI. 
Proposal 11: For TBS determination for CBG-based retransmission, 
· Option 1: Scaling factor can be used to derive TBS. The value of scaling factor is N/M where N is the total bit field size of CBGTI, and M is the number of the scheduled CBGs. 
· Option 2: TBS of CBG-based retransmission is given by DCI scheduling TB-level initial transmission. 

4.2. Quantization procedure
Considering byte alignment, possible values of TBS needs to be form of multiples of 8. Furthermore, according to the agreements on channel coding, it is necessary to have TBS value ensuring that its segmented code blocks have the same size. In other words, TBS plus CRC (including TB CRC and CB CRC) needs to be multiples of the number of code blocks. In this case, it would be efficient to have multiple-step procedures to determine TBS based on formula as follows: 
· 1st step: Calculate reference TBS value based on scheduled resources (in layer/time/frequency domains), coding rate, modulation order, and scaling factor (if supported). 
· 2nd step: Find the reference number of code blocks and the overall CRC length. 
· 3rd step: Sum of reference TBS and CRC lengths is quantized with step of M. Next, TBS is derived by subtracting overall CRC length form the quantized value. 
· M is given by multiplication of 8 and the reference number of code blocks. 
To be specific, the reference TBS is determined by multiplying the number of REs, coding rate, modulation order, and scaling factor. Next, it can be considered round down the reference TBS to have integer number as in following equation. 

where  is the reference number of REs to be used for TBS determination per layer, and  is the number of layers the codeword is mapped onto, and  is the modulation order, and  is the reference coding rate. 
In the 2nd step, the reference number of CBs and the overall CRC length can be derived from the reference TBS. For instance, when BG1 is used, the reference number of CBs denoted by C can be given by 

where  is the length of CRC for TB whose value can be 16 or 24 depending on the used base graph, and  is the length of CRC for CB whose value is 24 if C>1, or 0 otherwise. In this case, the overall CRC length would be given by . CBS is the number of bits for each code block, and its value is 8448 (or 3848) for BG1 (or BG2), respectively.  is a scaling factor for TBS determination.
In the 3rd step, the sum of reference TBS and overall CRC length is quantized with step of M to ensure the value of TBS is multiples of 8 and all the segmented CBs have the same size. In this case, the value of M can be given by multiplication of 8 and C. As TBS increases, the difference between TBS values increases. Therefore, it will restrict possible values of TBS. Alternatively, M can be given by LCM of 8 and C. However, it causes excessively large number of possible values of TBS, which is not preferable for efficient TBS handling at gNB side. TBS determination can be given by following equation. 

Depending on the value of M, the term  can be excluded from the formula. To be specific, if M is divisor of , the derived value of TBS will be the same. On the other hand, if M is not divisor of , these term is necessary. 

Proposal 12: For TBS determination based on formula, support following procedures
· 1st step: Calculate reference TBS value based on scheduled resources (in layer/time/frequency domains), coding rate, modulation order, and scaling factor (if supported). 
· 2nd step: Find the reference number of code blocks and the overall CRC length. 
· 3rd step: Sum of reference TBS and CRC lengths is quantized with step of M. Next, TBS is derived by subtracting overall CRC length form the quantized value. 
· M is given by multiplication of 8 and the reference number of code blocks. 

4.3. Special TBS handling
Considering certain services or applications (e.g. VoIP), it could be needed to support specific value(s) of TBS. When the TBS determination is based on look-up table, then the specific value(s) of TBS are mapped on the table. However, if the formula-based TBS determination is employed, it is necessary to investigate how to ensure to support specific value(s) of TBS. One approach is to define special setting of DCI field(s) to indicate specific value of TBS. For instance, scaling factor could have reserved state, and if the reserved state is indicated by DCI, TBS determination is performed based on look-up table containing specific value(s) of TBS instead of TBS formula. Alternatively, TBS is derived from look-up table if its reference number of CB is equal to 1. Otherwise, formula-based TBS determination is used. 
Proposal 13: Study the condition where look-up table is used to determine TBS value. 

4.4. TBS determination for multi-slot aggregation
Even though multi-slot aggregation is configured and used, the maximum TBS is determined based on the one slot case. Assuming multi-slot aggregation is used for scheduling each TB in each slot repeatedly, TBS determination for multi-slot aggregation case would be dependent on MCS and reference number of REs in a slot. If the reference number of REs is indicated by scheduling DCI, it seems straightforward that the indicated reference number of REs per slot per PRB is used to derive TBS for multi-slot case. However, if the number of available REs is used to derive TBS, we can consider ‘the smallest’ or ‘average’ or ‘the largest’ REs among the scheduled slots. For example, if there are full slot scheduled and the largest reference REs is chosen, full slot case is assumed for TBS determination. In case multi-slot is also supported for mapping a TB across multiple slot without repetition/retransmission, TBS computation of single slot case may be expanded to the multiple slot case. 
Proposal 14: For TBS determination by using formula, scheduling DCI can indicate the reference number of REs per slot/mini-slot per PRB whose candidates are RRC configured.
· For multi-slot case
· Option 1: A set of candidates of the reference number of REs per slot per PRB is configured per DCI format.
· Option 2: A set of candidates of the reference number of REs per slot/mini-slot per PRB is configured for each group of the numbers of scheduled symbols within a slot for PDSCH/PUSCH. 

5. Conclusion
In this contribution, we discuss resource allocation. Our proposals are as follows:
Regarding frequency domain resource allocation,
Proposal 1: For RBG size determination table design, 
· The number of row associated with the range of BWP size is 4. 
· The range of BWP size is given by
· 20-60 
· 61-100
· 101-200
· 201-275
· RBG size is set to be divisor of subband size.
Proposal 2: For resource allocation bit field, 
· Bit field size of frequency-domain resource allocation of RA type 0 is determined based on RBG size/number of the scheduling BWP. 
· RBG size to be used for resource allocation is based on the scheduled BWP.
Proposal 3: Data mapping order is not changed regardless of whether transparent VRB-to-PRB mapping or non-transparent VRB-to-PRB mapping is used. 
Proposal 4: For block-interleaver to perform non-transparent VRB-to-PRB mapping for DL,
· The number of columns (the size or row vector) of the interleaver matrix is configured/indicated by RRC for each configured BWP.
· Each element of the interleaver matrix is associated with RB or RBG depending on resource allocation granularity/precoder assumption
· The number of row of the interleaver matrix is implicitly derived based on the number of columns and BWP size.
· RRC signaling can configure certain set of rows to be treated as NULL. 
· Note that NULL will be excluded from the output sequence of the interleaver matrix. 
Proposal 5: For non-transparent VRB-to-PRB mapping for UL,
· Allocated PRBs are contiguous with frequency hopping within a slot or across slots. 
· Hopping unit in time-domain is configured by RRC or RMSI.
· Frequency hopping bandwidth is configured by RRC or RMSI. 
· The value of frequency offset is given by one or more following options:
· Option 1: Offset is configured by RRC or RMSI.
· Option 2: Offset is indicated by UL grant.
· Option 3: Offset is derived by pseudo random sequence initialized by cell-specific parameters. 

Regarding time domain resource allocation,
Proposal 6: For multi-slot scheduling, a single PDSCH or PUSCH is mapped within a slot. 
Proposal 7: Time domain resource allocation for multi slot case is supported by following options:
· Option 1: Scheduling DCI indicates one of RRC configured sets for time-domain resource allocation parameters across aggregated slots.
· Option 2: Time-domain resource allocation parameters for one slot case are applied to all the aggregated slots.
· Option 3: Time-domain resource allocation parameters for one slot case are applied to certain aggregated slot(s). Remaining time-domain resources across aggregated slot are configured by additional RRC signalling and/or DCI indication.
· Time-domain resources can be updated by group-common PDCCH.
· PDSCH or PUSCH perform rate-matching based on configured/indicated time-domain resource allocation, perform puncturing based on SFI transmitted by group-common PDCCH.
Proposal 8: NR supports that a common time-domain RA is used to indicate same-slot or cross-slot scheduling. FFS whether to use a common time-domain RA for multi-slot and cross-slot scheduling. 
Proposal 9: Slot-based scheduling is considered as a default mode with CORESET monitoring periodicity of one or multiple of slots. Mini-slot scheduling is explicitly indicated in CORESET configuration.  
Proposal 10: For non-slot (mini-slot) case: 
· Starting symbol index is defined by symbol number from the start of the PDCCH where scheduling. Consider adding an offset for PUSCH for processing time, TA, and necessary switching gap.
· Ending symbol index is defined by symbol number from the starting symbol

Regarding TBS determination,
Observation 1: Configured/indicated reference number of REs per slot/mini-slot per PRB does not always ensure to enable the same TBS between initial transmission and retransmission with the different number of PRBs. 

Proposal 11: For TBS determination based on formula, support scaling factor indicated by RRC signalling and/or DCI signalling. 
· Scaling factor is multiplied to formula to compute TBS. 
Proposal 12: For TBS determination based on formula, support following procedures
· 1st step: Calculate reference TBS value based on scheduled resources (in layer/time/frequency domains), coding rate, modulation order, and scaling factor (if supported). 
· 2nd step: Find the reference number of code blocks and the overall CRC length. 
· 3rd step: Sum of reference TBS and CRC lengths is quantized with step of M. Next, TBS is derived by subtracting overall CRC length form the quantized value. 
· M is given by multiplication of 8 and the reference number of code blocks. 
Proposal 13: Study the condition where look-up table is used to determine TBS value. 
Proposal 14: For TBS determination by using formula, scheduling DCI can indicate the reference number of REs per slot/mini-slot per PRB whose candidates are RRC configured.
· For multi-slot case
· Option 1: A set of candidates of the reference number of REs per slot per PRB is configured per DCI format.
· Option 2: A set of candidates of the reference number of REs per slot/mini-slot per PRB is configured for each group of the numbers of scheduled symbols within a slot for PDSCH/PUSCH. 

6. Reference
RAN1 chairman’s notes, RAN1#90bis.  
RAN1#90bis Email discussion [90b-NR-31].
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