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1	Introduction
In this contribution, we discuss the remaining issues of the following topics:
· Resource allocation in frequency domain for both PDSCH and PUSCH
· Minimum and maximum scheduling interval
· Scheduling timing for both PDSCH and PUSCH
· PDSCH/PUSCH transmission duration
· TBS determination.
2	Frequency domain resource allocation
As a short recap, we have agreed so far to support the following:
· PDSCH and CP-OFDM based PUSCH: RA based on LTE DL RA type 0 (bitmap, contiguous and non-contiguous)
· PDSCH: RA based on LTE DL RA type 2 (start-stop/length, contiguous and non-contiguous) 
· DFT-S-OFDM and CP-OFDM based PUSCH: RA based on LTE UL RA Type 0 (start-stop/length, contiguous)
2.1	On details of UL/DL resource allocation Type 0
This is applicable to PDSCH and CP-OFDM based PUSCH.
RBG size determination
For LTE DL RA type 0, a bitmap is used to indicate the resource block groups (RBGs) allocated to the UE. It supports both contiguous and non-contiguous allocation, and the minimum granularity is a RBG.
In RAN1#89 agreements, it was considered whether the RBG size can be aligned with the configuration unit of a CORESET, being 6 as part of working assumption agreed in NRAH#3 . This may be considered to allow more compatible resource allocation for PDCCH and PDSCH when they occur on the same symbol. However, 6 would not serve the purpose any more, because based on RAN1#90 agreement, the resource sharing of PDCCH and PDSCH on the same symbol can be achieved by having PDSCH rate match around the indicated control resources, aligning the RBG size with PDCCH resource allocation unit does not seem to provide any further benefit.
Observation 1: There is no obvious benefit to support RBG size of 6 given that the resource sharing of PDCCH and PDSCH on the same symbol is supported in NR.
On the other hand, there is a large benefit if RBGs of different numerologies and different BWPs are nested, i.e., from a set defined by 2n, where n is positive integer. If different RBG sizes are used for different UEs, it is beneficial to have nested RBG structure to achieve better compatibility in the resource allocation and spatial multiplexing for different UEs (e.g. to avoid any residual or orphan RBs due to misalligned RBG boundaries).
Observation 2: There are significant benefits from having RBG values nested when multiplexing UEs on different BWPs of a Network carrier.  
Additionally, if a PDSCH with 1-symbol or 2-symbol duration is scheduled, RBG size of 16 could be too small, and it would be reasonable to consider larger RBG size. For URLLC, having a larger RBG size would be especially beneficial to achieve a compact DCI.
Proposal 1: The set of supported RBG sizes includes entries defined by 2n, where n=[1,2,3,4] 
· FFS on support of values n>4.

In RAN1-AH#2, a few options to decide the RBG size in the context of bandwidth parts (BWP) were discussed. We note that these options are not mutually exclusive. For example, options 3/4 can potentially be used together with options 1/2/5.
When deciding the RBG size for a UE, the most typical use cases for bandwidth parts include: (1) UEs can be configured with smaller BW than the BW of network carrier; (2) a UE may have multiple bandwidth parts (BWP) configured , and the bandwidth can be potentially dynamically changed.
The desirable RBG size property is configurability. For different UEs with different bandwidth configured, the flexibility would be desirable to allow different RBG sizes for different UEs, in order to achieve the best tradeoff between DCI overhead and fine resource allocation granularity for each UE. The optimal granularity can be dependent on the load in the cell,  type of traffic the UE is receiving, configured UE bandwidth, or the length of TTIs the UE is served with.
Proposal 2: The RBG size of RA type 0 is configured per BWP. 
As a consequence of Proposal 2 is that the RA field in a DCI will be dependent on the BWP, which will result in BWP dependent size of a the configured DCI format. Therefore, it is essential that the gNB can configure the the monitoring DCI size on a search-space of each BWP in a serving cell such that it can fit the largest variant of DCI format variant among confgigured BWPs. This enabling smooth cross-BWP scheduling and reduces the number of BDs.
Proposal 3: The DCI monitoring size is configured per configured search-space.

2.2	On details of UL/DL resource allocation TYPE 1 
This is applicable to PDSCH and PUSCH.
NR RA type 1 indicates the starting virtual RB index and the number of contiguous virtual RBs (VRBs). Depending on whether the virtual RBs are localized or distributed, it can support contiguous and non-contiguous (deterministic intelace) allocation. The minimum granularity is a RB. It has a smaller overhead in DCI, and is suitable for a compact DCI format.
As a simple exercise, we summarize the number of bits needed for resource allocation for type 0 and 2. In this table, we use a variation of type 2, where the granularity is a RBG instead of a RB, and the field size is calculated for different RBG sizes. It can be seen that type 2 provides a small size even when the number of PRBs is as large as 275.
Table 1 Number of bits for resource allocation type 0/2
	
	
	
	RBG size

	# of SCs
	# of PRBs
	
	1
	2
	4
	8
	16

	1200
	100
	Type 0
	100
	50
	25
	13
	7

	
	
	Type 2 with RBG granularity
	13
	11
	9
	7
	5

	3300
	275
	Type 0
	275
	138
	69
	35
	18

	
	
	Type 2 with RBG granularity
	16
	14
	12
	10
	8



In typical cases, there does not seem to be a strong need to support a RBG size of more than one PRB, as the RA field size is already reasonably small with one-PRB granularity. However, if we consider the extreme cases where very compact DCI size is necessary as in URLLC, larger RBG size would be useful. 
Proposal 3: For resource allocation NR RA type 1, a coarse granularity of more than one PRB is supported. 
On the other hand considering the multiplexing of Type 0 UEs  and Type 1 UEs, a multiplexing issues occures. NR gNB can operate different users on different BWPs of a single NW carrier. BWPs can be of different BW, they can be also fully or partially overlapping. This is illustrated in Figure 1, where UE1 is configured with BWP comprising 48PRBs (e.g. 40MHz with 60kHz SCS) and with configured RBG size of 16RBs, at the same time UE2 is configured with BWP comprising 24RB (20MHz with 60kHz SCS) and RBG size of 4RBs. UE2 cannot operate on the full BW of 48PRBs, because UE2 is capable only of at most 10Mhz BW or is in power saving mode. As soon as UE2 is scheduled with small allocation, such as FB message, the “yellow resource” in Figure 1 is not schedulable anymore by TYPE0 RA with 16RB RBG. However, it could still be schedulable using type 1 RA with finer granularity. However, fine granularity of RA type 1 could results in overhead larger than TYP0 RA. To solve this problem, the fine granularity could be used only for start PRB and length could employ course granularity instead. 


Figure 1  Two BW parts (BWP) on NR network carrrier sharing the common PRB grid

Proposal 4: To improve multiplexing of UEs operating on different BWPs on a NW carrier, for RA type 1, consider per BWP configuration of separate RBG size for start and length. 

On support of non-conriguous RA type 1
The main advantages of type 1 RA over type 0 RA are: (1) smaller granularity (e.g. one RB); (2) more compact DCI size. When type 1 RA is used to allocate a small amount of resources, it can benefit from frequency diversity (when frequency-selective scheduling is not or cannot be used) if non-contiguous resource allocation is supported. The non-contiguous resource allocation can be based on some simple interlaced structure, and the details can be further discussed.
On the other hand, intra-slot frequency hopping is not seen as so necessary because frequency diversity can be achieved as long as 2 or more PRBs are allocated. In addition, intra-slot frequency hopping requires additional effort and would make it not well compatible with other RA schemes, which would make it difficult to be used in practice.
Proposal 5: For resource allocation based on NR RA type 1 for PDSCH, both contiguous and non-contiguous RA are supported. Intra-slot frequency hopping is not supported. FFS the details of non-contiguous RA.
Proposal 6: For resource allocation based on NR RA type 1 for PUSCH, support only contiguous RA. Intra-slot frequency hopping is not supported. FFS the details of non-contiguous RA.

2.4	PRB indexing
It has been agreed to support both common PRB indexing and UE-specific PRB indexing. 
Agreements: (RAN1-AH#2)
· Common PRB indexing is supported
· The indexing is common to all the UEs sharing a wideband CC from network perspective, regardless of whether they are NB, CA, or WB UEs. 
· The indexing is with respect to the reference point
· The indexing is with respect to a given numerology
· Note: Example usage of common PRB indexing is for scheduling group common PDSCH, RS sequences, BWP configuration, etc.
· UE-specific PRB indexing is supported
· It is indexed per BWP with respect to the configured SCS for the BWP
· Note: Example usage of UE-specific indexing is for scheduling UE-specific PDSCH

Here we only consider the PRB indexing for resource allocation after the initial access procedure is completed (i.e. after Msg 4), one or more BWPs have been configured, and one BWP is activated. The PRB indexing in resource allocation before this is separately discussed under the initial access agenda item.
For resource allocation purpose within a BWP, it is natural that the UE-specific PRB indexing should be used, i.e., it is indexed within the BWP with respect to the configured SCS. 
Proposal 8: For frequency-domain resource allocation in a BWP, UE-specific PRB indexing is used. That is, it is indexed within the BWP with respect to the configured SCS for the BWP.
The remaining aspect of configuration of the reference point for common indexing can be found in [2].

[bookmark: OLE_LINK16][bookmark: OLE_LINK15]3	Minimum and maximum scheduling interval
As the symbol duration and thus the slot duration scales down when the sub-carrier spacing scales up, it is worth taking a new look at the time-domain scheduling and DL/UL switching intervals. Based on the most recent LS received from RAN4 [3] NR supports the following subcarrier spacing (SCS): 
1. SCS supported for bands below 1 GHz
0. 15kHz, 30kHz
0. The decision of supporting 60kHz is pending RAN1 check
1. SCS supported for bands between 1GHz and 6GHz
1. 15kHz, 30kHz, 60kHz
1. SCS supported for bands above 24GHz and below 52.6GHz
2. 60 kHz, 120kHz
2. 240kHz is not applicable for data
· 240kHz for data can be further considered if a clear benefit is shown 
1. SCS support is band dependent
1. RAN4 assumes others SCS at least for data may be added in a forward compatible manner in later releases
While the NR study item TR38.802 [4] captures the following agreement on slot:
A slot can contain all downlink, all uplink, or {at least one downlink part and at least one uplink part}. Slot aggregation is supported, i.e., data transmission can be scheduled to span one or multiple slots. 
One of the motivations to introduce slot aggregation is to deal with the short slot duration in case of high SCS. In table 1, the scheduling intervals originating from different slot aggregation levels used with different sub-carrier spacings and slot durations are collected. 
[bookmark: _Ref452368703]
Table 1: Examples of differerent scheduling intervals with different slot aggregation levels (AL)
	Subcarrier spacing [kHz]
	15
	30
	60
	120
	240 if supported

	Symbol duration [us]
	66.7
	33.3
	16.7
	8.33
	4.17

	Nominal CP [us]
	4.7
	2.3
	1.2
	0.59
	0.29

	Slot duration [symbols]
	14
	14
	14
	14
	14

	Scheduling interval [ms]
	AL: 1 slot
	1
	0.5
	0.25
	0.125
	0.0625

	
	AL: 2 slots
	2
	1
	0.5
	0.25
	0.125

	
	AL: 4 slots
	4
	2
	1
	0.5
	0.25

	
	AL: 8 slots
	8
	4
	2
	1
	0.5

	
	AL: 16 slots
	16
	8
	4
	2
	1



If 240 kHz SCS is adopted, the shortest TDD UL/DL switching interval without aggregation of slots would be 62.5 us (16 kHz switch rate). If the current RAN4 agreement holds and 240 kHz is not introduced for data, then the shortest TDD DL/UL switching interval is 125 us (8 kHz switch rate) with 120 kHz SCS and 14-symbol slot.
Proposal 9: In TDD operation, the maximum DL/UL switching rate is 8 kHz, and there is at most one DL/UL switch within a minimum scheduling interval for slot-based scheduling. I.e. if SCS of 240 kHz or higher is introduced, then slot aggregation is required.  
In addition, it is also possible to support slot aggregation over multiple of the minimum scheduling interval, potentially with up to one DL/UL switching point in each minimum scheduling interval. However, the number of slots to aggregate should remain reasonable. E.g. aggregation level 16 with 14-symbol slot leads to 224 symbols in a scheduling unit. Such long durations may be beneficial for some special cases, e.g. extreme coverage, but in general cases lead to excessively large scheduling unit and reduced flexibility/efficiency in scheduling and not really justified with overhead reduction.
Proposal 10: A slot-aggregate consist of 1, 2, 4 or 8 slots with the possibility to extend it to larger values in the future.
4	Time domain resource allocation 
4.1	Timing indication before RRC configuration establishment
An open issue related to dynamic scheduling timing indication involving higher layer configuration is the operation in the cases when RRC connection has not yet been established. Obviously, PUSCH/PDSCH scheduling is based on slot level granularity at this phase.

For PDSCH scheduling, it seems to be a sufficient solution to define K0=0 in this case. In other words, DL assignment and corresponding DL data are conveyed in the same slot. This is also inline with agreement made in RAN1#89: “All Rel. 15 UE supports minimum value of K0 equal to 0, i.e., DL assignment and the scheduled DL data are in the same slot.”

Proposal 11: Consider a fixed value K0=0, for the case when the timings are unknown to UE.

For PUSCH case, the timing must be defined according to a conservative approach since the gNB is not aware of the processing capability of the UE. For timing relationships K2, there are three options:
· Option #1: A single value for both K2 is defined according to a conservative UE processing time. For example, it can be defined that K2=3 or 4 (slots)    
· Option #2: A set of values for K2 is defined according to a conservative UE processing time. For example, it can be defined that K2= [3, 4, 5, 6] (slots)
· Option #3: A single value or a set of values for K2 is configured by RMSI. 

The benefit of Option #1 is that it does not require additional signalling bits in DL/UL grants. On the other hand, Option #2 would facilitate TDD operation in a flexible manner minimizing the gNB scheduler restrctions also for UEs without RRC connection. Option #3 provides configurability for K2 at the expense of increased signalling overhead. We think that sufficient degree of flexibility is achieved already by a predefined set of values. Based on that we make the following proposal (according to Option #2):

Proposal 12: Consider a predefined set of values for dynamic indication of K2 for the case when the timings are unknown to UE.

4.2	PDSCH/PUSCH allocation within slot
For slot based operation, PDSCH or PUSCH occupies almost the entire slot. It should be possible to indicate PDSCH or PUSCH starting/ending position within slot with symbol level resolution. The number of symbols available for PDSCH or PUSCH varies according to the scenario:
· The slot type: Bi-directional vs. One-directional
· The number of symbols/slot allocated to PDCCH
· The number of symbols/slot allocated to short PUCCH (and/or SRS)
· The number of symbols/slot allocated to guard period.
Sufficient flexibility can be achieved by configuring the possible starting/ending OFDM symbol by means of RRC. PDSCH and PUSCH require separate configuratinos. In order to minimize the DCI overhead, it should be possible to indicate both starting and ending symbol with singe a index configured by RRC. The selected index can be seen as a form of slot format for the corresponding slot.

Proposal 13: For slot based scheduling, DCI indicates both starting and ending symbol using a single index configured by RRC. PDSCH and PUSCH require separate configuratinos.

4.3	PDSCH/PUSCH scheduling timing: Mini-slot based operation
Generally speaking, flexible mini-slot based operation requires that DCI contains:   
· The starting position of PDSCH/PUSCH transmission with symbol level granularity. The DCI should contain also an indication of which slot it applies to.
· The length of the PDSCH/PUSCH transmission with symbol level granularity. This can be indicated dynamically from the set of values configured by higher layer signalling. Another option is to configure the PDSCH/PUSCH length in a semi-static manner.
In order to minimize the DCI overhead, it should be possible to indicate both starting symbol and the mini-slot duration using a single timing index configured by RRC.
Proposal 14: Support indication of both starting position and the duration of (PDSCH/PUSCH) mini-slot using a single index configured by RRC.
Based on the discussion related to time domain resource allocation in RAN1#90, there are two main principles to convey the starting postion of PDSCH/PUSCH:
· Opt.1: Starting symbol of a slot. UE is also informed of which slot it applies to.
· Opt.2: Symbol number from the start of PDCCH where scheduling PDCCH is included.

When considering these options for PUSCH mini-slots, it seems that Opt.2 could be a feasible approach for a FDD scenario where time domain resources are always available. On the other hand, the need for dynamic timing indication in the FDD scenario is not that clear. In the case of (dynamic) TDD, Opt.2 would contain signalling states which are not available due to half-duplex constraint (e.g. when CORESET is located at the beginning of the slot). Hence, with given timing flexibility Opt.2 results in higher DCI overhead compared to Opt.1. Opt. 1 is a better approach also in the sense that DCI content does not vary based on the PDCCH location. Therefore Opt. 1 shown in Figure 1 is the preferred approach for dynamic indication of the starting position for PUSCH mini-slot.
Proposal 15: Dynamic indication of the starting position for PUSCH mini-slot is based on Opt. 1 (slot index, and the starting symbol of the slot).
[image: ]
Figure 1. PUSCH mini-slot scheduling based on Opt. 1.

For PDSCH mini-slots, it can be assumed that the needed time domain flexibility for starting position is much smaller compared to that of PUSCH. Hence, in the PDSCH scenario, Opt.1 would result in higher overhead compared to Opt.2. Based on that, we propose that dynamic indication of the starting position for PDSCH is based on Opt. 2.
Proposal 16: Dynamic indication of the starting position for PDSCH mini-slot is based on Opt. 2 (symbol number from the start of PDCCH where scheduling PDCCH is included).

4.4	PDSCH/PUSCH scheduling timing: Slot aggregation
In case of slot-based scheduling or slot aggregation, it can be beneficial to dynamically indicate the number of slots being scheduled, e.g. in the following cases:
· If slot aggregation is used to provide extended coverage, dynamic indication of the duration can allow more flexible and faster link adaptation.
· In case of dynamic TDD, the gNB can have full flexibility to determine the number of DL and UL slots based on the traffic condition.
· For UL, each UL slot may not necessarily have a corresponding DL slot for transmitting the UL grant, e.g. when there are less number of DL slots than UL slots, or when the timing does not fit well with the chosen frame structure. In these cases, it becomes necessary to be able to dynamically indicate the number of UL slots being scheduled.
· For DL, the gNB of course always has the choice to send DL assignment separately for each PDSCH. Supporting slot aggregation (or multi-slot scheduling) with a single DCI has the benefit of reduced DCI overhead.

The following options were indentified in RAN1#90 for multi-slot case:
· Opt.1: Starting symbol and ending symbol of each slot of the aggregated slots, and the starting slot and ending slot where it is applied to
· Opt.2: Starting symbol and ending symbol of a slot, and the starting slot and ending slot where it is applied to
· The starting symbol and ending symbol are applied to all the aggregated slots
· Opt.3: Starting symbol, starting slot, and the ending symbol and ending slot.

When comparing these options, Opt.2 is our preference since it allows to minimize the amount of additional control signalling involved in slot aggregation. gNB may determine the starting symbol and ending symbol of a slot in a conservative manner (i.e. according to the latest starting symbol of aggregated slots and the earlierst ending symbol of the aggregated slots, respectively). In the cases where further flexibility is needed, it’s possible to send a separate UL/DL grant for each PDSCH/PUSCH.

Proposal 17: In case of slot-based scheduling, the number of slots for a data transmission can be dynamically indicated in DCI. The starting symbol and ending symbol are applied to all the aggregated slots.
5	TBS determination
In LTE, TBS tables were carefully defined with a 1 PRB granularity for different cases with some underlying assumptions on e.g. the number of available REs. With the flexible transmission duration being introduced in NR, the TBS determination needs to be carefully considered. Given the wide range of the transmission durations in NR, it would be unrealistic or cumbersome to separately define TBS tables for each of the transmission durations. Moreover, LTE is limited to 110 PRBs whereas in case of NR up to 275 or even 550 PRBs are possible, which makes this exercise even more complicated.
Having a predefined formula or method to derive the TBS seems to be a feasible way to reduce the complexity of having large look-up tables. The formula should consider the number of (available) REs, the intended spectral efficiency (MCS), and the number of MIMO layer. The number of REs in the equation could be based on a nominal reference value to isolate the TBS size determination from dynamically changing overhead due to PT-RS, FW compatible resource reserveation etc. 
In LTE, TBS table always results the same CBS in the segmentation process and reduce the complexity of having different padding for each CB. This was identified as good property in the channel coding session, and the following agreement was to simplify the code segmentation. 
Agreement:
· Equal code block size after segmentation
· Working Assumption: TBS determination procedure ensures that TBS plus TB-CRC can be factored into the number of CBs multiplied by the CBS (before addition of LDPC encoding filler bits).
· (If a special case emerges where the TBS determination procedure cannot achieve the above criterion, equal CBS would be achieved by zero-padding.)

The TBS can be calculated using the following formula. 
TBS = 

where, 
 = Resource elements 
 = Modulation order
 = code rate 
 = number of layers  
As the number of REs is used for the calculation, the gNB and the UE need to have common understanding on the definition. This will likely require some pre-known assumptions on the overhead. 
Proposal 18: The following pre-defined formula shall be used to determine the TBS. 
		TBS = ,
where,  = Resource elements,  = Modulation order,  = code rate, and  = number of layers  

5.1	TBS determination: support of slot aggregation
Although we have agreed to support a data transmission spanning multiple slots using a single DCI, we have not defined how TB(s) would be mapped to these multiple slots.
The two basic options are:
· Option 1: one TB is mapped to multiple slots
· Option 1a: the TBS is determined in the same way as in single-slot scheduling. The main purpose is to provide extended coverage or improve the latency/reliability.
· Option 1b: the TBS is scaled up based on the number of slots being scheduled. This would provide a larger TBS.
· Option 2: one TB is mapped to one slot – i.e. multi-slot scheduling
· In this case, the data transmission in each slot is the same as the single-slot scheduling.

NR will support Option 1a based on the agreements made in NR Ad-hoc#3: “For grant-based DL or UL, transmissions where a TB spans multiple slots or mini-slots can be composed of repetitions of the TB” and “The repetitions follow an RV sequence”).
Support for Option 1b is FFS based on the following agreement made in NR Ad-hoc#3: “FFS for grant-based DL or UL transmissions, if a TB can span multiple slots without repetitions”. The main advantage of option 1b is the reduced DL/UL control overhead because only a single TB is transmitted. However it can have the following issues/implications:
· It creates inefficiency in HARQ retransmission due to large TBS. CBG-based retransmission can be considered as one way to address the issue, but it requires multi-bit HARQ-ACK feedback and additional overhead in retransmission DCI, which would take away the potential advantage of reduced overhead.
· It can complicate the HARQ process and soft buffer discussion. It requires a HARQ process to support a much larger TBS and the corresponding soft buffer size for soft combining purpose. This could mean that less number of HARQ processes can be supported when more slots are aggregated. If we support the dynamic indication of the transmission duration, it in a way conflicts with the static/semi-static number of HARQ processes that a UE supports.
· It can also increase the latency because the retransmission would need to wait longer due to the long scheduling unit (e.g. when the transmission of another HARQ process occurs).

Option 2, on the other hand, is a simple way to support slot aggregation. As discussed in Section 4, such type of multi-slot scheduling will be needed for dynamic TDD and can be overall used to decrease the DL control overhead. Other than the proper DCI design to provide the scheduling information, the data transmission in each slot is essentially the same as in case of single-slot scheduling. In the DCI design, there may be some restrictions introduced to reduce the DCI overhead, causing that the scheduling info for the TB in each slot to be not completely independent as e.g. done for multi-subframe scheduling in LTE eLAA.
Proposal 19: In case of slot aggregation in Rel-15, the following option is supported: one TB is mapped to each slot.
Proposal 20: For grant-based DL or UL transmissions, a TB cannot span multiple slots without repetitions.
6	Conclusion
In this contribution, we have discussed remaining open items related to resource allocation of DL and UL shared channels. Based on the discussion we make the following observation and proposals: 
Observation 1: There is no obvious benefit to support RBG size of 3 or 6 if resource sharing of PDCCH and PDSCH on the same symbol is achieved by having PDSCH rate match around the indicated control resources.
Proposal 1: The set of supported RBG sizes includes entries defined by 2n, where n=[1,2,3,4] 
· FFS on support of values n>4.
Proposal 2: For resource allocation based on LTE DL type 0, the size X of the RA bitmap is semi-statically configured per DCI format a UE shall monitor, and down-select between the following two options: 
· Option 1: the RBGs size is determined (out of supported RBG values) based on the size of BWP and the size of the RA bitmap X. 
· Option 2: the RBG size is configured per BWP. If number of required bits is smaller than X, eNB adds padding bits to RA field, if number of required bits is larger than X, then eNB may allocate only part of the BWP. FFS on the part of BWP.
Proposal 3: For resource allocation based on LTE DL RA type 2, a coarse granularity of more than one PRB is supported. The RBG size on the BWP is determined according to the same principle as for LTE DL RA type 0 (see Proposal 2).
Proposal 4: Different DCI formats are used for resource allocation based on LTE DL RA type 0 and type 2, i.e. a single DCI format can schedule either RA type 0 or RA type2.
Proposal 5: For resource allocation based on LTE DL RA type 2, both contiguous and non-contiguous RA are supported. Intra-slot frequency hopping is not supported. FFS the details of non-contiguous RA.
Proposal 6: Resource allocation based on LTE UL RA type 0 is defined in the same way as resource allocation based on LTE DL RA type 2 with contiguous resource allocation.
Proposal 7: PUSCH waveform is configured using higher layer signalling. DFT-S-OFDM does not introduce any additional bits in DCI scheduling PUSCH, and the DCI format for resource allocation based on LTE UL RA type 0 is the same for DFT-S-OFDM and CP-OFDM based PUSCH.
Proposal 8: For frequency-domain resource allocation in a BWP, UE-specific PRB indexing is used. That is, it is indexed within the BWP with respect to the configured SCS for the BWP.
Proposal 9: In TDD operation, the maximum DL/UL switching rate is 8 kHz, and there is at most one DL/UL switch within a minimum scheduling interval for slot-based scheduling. I.e. if SCS of 240 kHz or higher is introduced, then slot aggregation is required.  
Proposal 10: A slot-aggregate consist of 1, 2, 4 or 8 slots with the possibility to extend it to larger values in the future.
Proposal 11: Consider a fixed value K0=0, for the case when the timings are unknown to UE.
Proposal 12: Consider a predefined set of values for dynamic indication of K2 for the case when the timings are unknown to UE.
Proposal 13: For slot based scheduling, DCI indicates both starting and ending symbol using a single index configured by RRC. PDSCH and PUSCH require separate configuratinos.
Proposal 14: Support indication of both starting position and the duration of (PDSCH/PUSCH) mini-slot using a single index configured by RRC.
Proposal 15: Dynamic indication of the starting position for PUSCH mini-slot is based on Opt. 1 (slot index, and the starting symbol of the slot).
Proposal 16: Dynamic indication of the starting position for PDSCH mini-slot is based on Opt. 2 (symbol number from the start of PDCCH where scheduling PDCCH is included).
Proposal 17: In case of slot-based scheduling, the number of slots for a data transmission can be dynamically indicated in DCI. The starting symbol and ending symbol are applied to all the aggregated slots.
Proposal 18: The following pre-defined formula shall be used to determine the TBS. 
		TBS = ,
where,  = Resource elements,  = Modulation order,  = code rate, and  = number of layers  
Proposal 19: In case of slot aggregation in Rel-15, the following two options are supported: (1) one TB is mapped to multiple slots, and the TBS is determined in the same way as in single-slot scheduling; (2) one TB is mapped to each slot.
Proposal 20: For grant-based DL or UL transmissions, a TB cannot span multiple slots without repetitions.
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