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Introduction
In RAN1 #90, the following has been agreed as a progress for beam failure detection and recovery procedure [1]:

Agreements:
· Beam failure is declared only when all serving control channels fail.
· When a subset of serving control channels fail, this event should also be handled	
· Details FFS
Agreements:
· In addition to periodic CSI-RS, SS-block within the serving cell can be used for new candidate beam identification
· The following options can be configured for new candidate beam identification  
· CSI-RS only
· Note: in this case, SSB will not be configured for new candidate beam identification
· SS block only
· Note: in this case, CSI-RS will not be configured for new candidate beam identification
· FFS: CSI-RS + SS block
Working assumption:
· For beam failure recovery request transmission on PRACH, support using the resource that is CDM with other PRACH resources.
· Note that CDM means the same sequence design with PRACH preambles. 
· Note that the preambles for PRACH for beam failure recover request transmission are chosen from those for content-free PRACH operation in Rel-15
· Note: this feature is not intended to have any impact on design related to other PRACH resources
· Further consider whether TDM with other PRACH is needed

In RAN1 NR AH #3, the following has been agreed as additional progress for beam failure recovery [2]:
Agreement:
· For new candidate beam identification purpose
· In CSI-RS only case, a direct association is configured between only CSI-RS resources and dedicated PRACH resources
· In SS block only case, a direct association is configured between only SS block resources and dedicated PRACH resources
· In CSI-RS + SS block case (if supported), an association is configured between resources of CSI-RS/SSB and dedicated PRACH resources
· CSI-RS and SSB can be associated with the same dedicated resource through QCL association

In this contribution, we further discuss on the remaining issues and details on beam failure recovery.
Discussions
Beam failure detection
It has been agreed that beam failure recovery procedure is triggered when the measurement quality of all serving beams associated with control channels are failed and a new beam is identified, where the quality measurement has not been decided.
As for RLM measurement, it has been agreed that a hypothetical performance (i.e., BLER) of serving NR-PDCCH is used to determine IS and OOS, and the hypothetical performance is based on SINR measurement of either CSI-RS resource or SS block associated with the serving NR-PDCCH. Therefore, one can propose that the triggering condition for beam failure and out-of-sync could be aligned so that beam recovery procedure is kicked in when out-of-sync is indicated to a higher layer. However, it may result in another issue related to new beam identification as the beam search at a UE side is based on the L1-RSRP measurement which may not take the interference into account. Thus, the measurement for beam failure detection and new beam identification could be mismatched and a UE may fall in the loop of the beam failure declaration and recovery procedure continuously.
Considering that connection between beam failure recovery and RLF is down prioritized for Rel-15 during RAN #77, it makes more sense to use the same measurement quality for both beam failure detection and new beam identification. Therefore, L1-RSRP should be supported as measurement quality for beam failure detection.
Proposal 1: use L1-RSRP as measurement quality for beam failure detection

Beam recovery request signal transmission
In RAN1 #90, it has been agreed that the PRACH format designed for initial access is reused for beam failure recovery purposed, which allows CDM of PRACH resources. Therefore, FDM and CDM of PRACH resources for beam recovery and other purposes have been agreed so far and still FFS for TDM.
In NR, PRACH resources are used for many purposes including beam-based initial access, uplink synchronization, beam recovery request and/or new beam indication which may require a larger amount of PRACH resources configured in a cell as compared with LTE. As similar to FDM, a dedicated PRACH resources for beam failure recovery purposes can be configured if needed. The use of CDM, FDM, and TDM of PRACH resources for beam recovery and other purposes is up to gNB scheduler and purely gNB implementation issue. Just from specification perspective, it is straightforward to allow any multiplexing scheme for better scheduling flexibility of PRACH resources for any purposes. Therefore, TDM of PRACH for beam recovery and other PRACH resources should be supported for better gNB scheduler flexibility.
Proposal 2: support TDM of PRACH for beam recovery and other PRACH resources 
The PUCCH resource has been agreed to support as a beam recovery request signal as it allows fast beam recovery request transmission when an uplink beam is still alive while the downlink beam failure is detected. However, using PUCCH resource when both downlink and uplink beams are failed doesn’t seem to be efficient since it requires multiple PUCCH resources configured for the downlink beams. Also, PUCCH coverage is worse than PRACH; therefore, additional PRACH resources also need to be configured so that a UE can use PRACH resource when the UE doesn’t receive the beam recovery response from the gNB after beam recovery request signal transmission via a PUCCH.
Keeping this in mind, it makes more sense to use PUCCH for beam recovery request on top of non-contention based PRACH resource as a complementary signaling method and use it when DL beam is failed while the UL beam is still alive. Therefore, when a UE uses PUCCH for beam recovery request, either new beam index is explicitly signaled in the PUCCH or just beam recovery request is indicated without new beam index.
Proposal 3: PUCCH is used on top of PRACH resources as a complementary signaling method for beam recovery request
It has been proposed to support contention-based PRACH resources for beam failure recovery request with 4-step RACH procedures which seems to be identical to the 4-step RACH procedure used for initial access procedure. One possible difference would be the use of CSI-RS for new beam identification. Since non-contention based PRACH resources as well as PUCCH resources are already supported for beam failure recovery request, use additional resource for beam recovery seems not essential for Rel-15. Additional optimization using contention-based PRACH resources can be introduced in the later releases.
When beam failure occurs, a UE potentially declare RLF after the UE failed to recover the beam since it is highly likely that the out-of-sync occurs continuously if the UE couldn’t recover the beams for the control channel. Therefore, the contention based PRACH resources will be used for initial access when RLF declared. Note that the use of 4-step RACH after RLF can be considered as a fallback operation when beam recovery is failed.
Proposal 4: contention-based PRACH resources are not supported for beam failure recovery request in Rel-15

Beam recovery failure
As agreed in RAN #77, the connection between beam recovery and RLF will not be supported in Rel-15 at least for December 2017 time frame as it is down-prioritized. Therefore, beam recovery and RLF will be decoupled procedures and designed independently while the beam recovery procedure will indirectly impact on the RLF procedure. For example, if a UE stops recovering beam failure after few trials and/or a configured time window expired, there is no possibility that OOS status is changed to IS status since there is no beam failure recovering activity in physical layer. Note that OOS status occurs when the hypothetical performance all serving control channels are below a target BLER which is determined by UE based on SINR of corresponding reference signal. Therefore, it is highly likely that beam failure declared when OOS occurred and if beam failure recovery is stopped, there is no possibility that the OOS status switched to IS status.
To address this issue, the previous RAN1 agreements that introduces UE behaviors to stop beam recovery after the number of trials, time window, and/or both could be revisited. For example, in Rel-15, a UE keeps trying to recover the beam failure unless otherwise RLF declared which is not connection between beam recovery and RLF since a UE will stop beam recovery anyhow when RLF declared. However, the previous RAN1 agreements for the stopping behavior with conditions should be kept as it is for future release when the connection between beam recovery and RLF is supported.
Proposal 5:  a UE keeps trying to recover the beam failure until it stopped due to RLF declared in Rel-15

Fallback NR-PDCCH search space
When beam failure occurs, a UE is not able to receive any downlink control channel as its serving BPLs are in out-of-coverage, therefore it may not receive any signal until it recovers beams. This may result in latencies for delay sensitive traffics which is not desirable. Therefore, in order to keep the connectivity or minimize the latency due to beam recovery, a fallback transmission scheme (or mode) can be introduced and used during beam recovery procedures. For example, a time window (e.g., subframe(s)) can be configured for the fallback operation where the common search space can be associated with all beams so that a UE still can receive a DCI at least in one of the beams in that time window.
Since the beams for common search space will be swept during the time window for fallback operation, a UE may report the beam index (or beam related information) to a gNB after the successful reception of a DCI during the fallback TTIs. Based on the UE reporting, the gNB can adapt beam to recover from the beam failure.
This fallback transmission scheme (or mode) based beam recovery can be triggered by a UE when beam failure occurs or a gNB can use it when the gNB detects that downlink beam pair links for DL control channels are all blocked or mismatched. For example, if a gNB received DTX a couple of times after DL or UL scheduling, the gNB can detect that the control channel is in out of coverage.
The Figure 1 shows an example of fallback TTI where beam sweeping of control channel is used as a fallback transmission scheme. The associated DL data can be also supported to minimize the delay during beam recovery procedure.
Proposal 6: a fallback scheme (mode) is used for common search space and monitored during beam recovery procedures.
Proposal 7: introduce a fallback time window where UE monitors a common search space with beam sweeping.
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Figure 1. An example fallback TTI for beam recovery
Conclusion
In this contribution, we discussed the remaining issues and details on beam failure recovery, and propose the following: 
Proposal 1: use L1-RSRP as measurement quality for beam failure detection
Proposal 2: support TDM of PRACH for beam recovery and other PRACH resources
Proposal 3: PUCCH is used on top of PRACH resources as a complementary signaling method for beam recovery request
Proposal 4: contention-based PRACH resources are not supported for beam failure recovery request in Rel-15
Proposal 5:  a UE keeps trying to recover the beam failure until it stopped due to RLF declared in Rel-15 
Proposal 6: a fallback scheme (mode) is used for common search space and monitored during beam recovery procedures.
Proposal 7: introduce a fallback time window where UE monitors a common search space with beam sweeping.
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