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1. Introduction

In RAN1#88bis meeting, the following agreements were achieved on channel coding for very small block length ‎[1]:
Agreements:
· K=1 (if channel coding is applied):

· Repetition code

· K=2 (if channel coding is applied):

· Simplex code

· 3<=K<=11:

· LTE RM code

· Note that if NR requires a codeword size N that is not supported by the LTE RM code, then the LTE RM code will be extended by repetition as in LTE

· 12<=K:

· Polar code (single design for all control information sizes, except for possible omission of CRC bits for payloads <= ~22 bits)

NOTE: K is the number of un-coded bits.

In this document we describe an overlooked problem regarding to LTE-RM code.

RM codes are used in NR for very small block lengths without error detection code. In this document we discuss about the decoding ambiguity derived from RM codeword puncturing when the available amount of PHY resource elements is limited. We further provide a way to avoid this decoding ambiguity by a simple modification in the rate matching procedure. As a result the link performance is improved. Furthermore, since RM codes are mainly used for UL control (reports of HARQ-ACK, CQI/PMI and RI), with the proposed modification the transmission becomes more reliable and the gNB can better adapt the link accordingly and eventually improve the overall network performance. The penalty of not solving this decoding ambiguity is link degradation and/or scheduling limitations.
This decoding ambiguity already happens in LTE, for example when UCI is transmitted on PUSCH and interleaved with the TB, and only few REs are allocated to convey the RI report; examples are given in the sequel.
2. Discussion

It was agreed in RAN1#88bis meeting that when NR requires a codeword size N that is not supported by the LTE RM code, then the LTE RM codeword will be extended by repetition as in LTE. In LTE the extension by repetition is a circular buffer rate matching with puncturing. And for the case where PHY resources are limited (e.g., N < 20 or 32), a similar practice takes place and the RM codeword is punctured (truncated at the end).

Such simple puncturing may lead to a decoding ambiguity of LTE-RM code that severely degrades the BLER performance (BLER floor of 0.5 or 0.75, for 2 or 4 correlation peaks accordingly), which we propose to resolve with a straightforward modification in the rate matching as explained in the following: a shifted puncturing scheme.
Decoding ambiguity happens when there is more than a single peak in the ML decoding process, described in more detail in the sequel, either for the first order correlation (i.e. several peak indices) and/or for the second order selection of highest peak amongst all possible masks (i.e. several mask indices). With the absence of an error detection code there is no way of knowing which peak is the correct peak.
In order to avoid such decoding ambiguity in NR we should either adapt the coding scheme (e.g., with the shifted puncturing scheme explained below) or the NR scheduler should consider a workaround; such workaround may lead to an overhead in the NR scheduler and if not carefully designed, it may miss some scenarios.

LTE example with decoding ambiguity
When UCI is multiplexed with UL-SCH on PUSCH, the amount of PHY resource elements (REs) for the RI report transmissions are calculated according to section 5.2.2.6 in ‎[2]:

QRI = Qm*min{ ceil( O*MPUSCH-initialsc*NPUSCH-initialsymb*βRIoffset / sum{Kr; r = 0,…,C-1} ) , 4*MPUSCHsc }
where Qm is the modulation order of a given TB; O = K is the number of RI bits; MPUSCHsc is the scheduled bandwidth for PUSCH transmission and MPUSCH-initialsc for the initial transmission for the same TB;  NPUSCH-initialsymb is the number of SC-FDMA symbols per subframe for initial PUSCH transmission for the same TB, respectively, given by NPUSCH-initialsymb = (2(NULsymb - 1) - NSRS) where NSRS is the SRS indication (0 or 1); C and Kr are obtained according section 5.2.2.2 in ‎[2] for the TB code-block (CB) segmentation and CRC attachment C = ceil( TBS / (Z - L) ) where Z = 6144 and L = 24; and Dr = Kr + 4 is the number of bits for CB number r (6144 maximal CB size, 24-bits CRC, 4 for the tail biting) and TBS is determined according to MPUSCHRB; βRIoffset is determined according to Table 8.6.3-2 in ‎[3].

For the case of carrier aggregation (CA) the RI reports are concatenated K = sum{log2(NL,DL_CCi)} where NL,DL_CCi is the number of DL layers for the i-th component carrier (CC), and N = NL,UL*QRI is the calculated amount of PHY REs for the RI report transmission. For the case when only one transport block (TB) is transmitted in the PUSCH there are many (K,N) configurations which lead to the aforementioned LTE-RM decoding ambiguity, among them:

	K
	N
	Qm
	NULsymb
	NSRS
	βRIoffset
	NL,DL_CC
	MPUSCHRB
	TBS
	TB code rate

	6
	10
	2
	6
	1
	2.5
	4, 4, 4
	1
	328
	0.63

	11
	16
	2
	7
	1
	1.625
	4, 4, 4, 4, 8
	1
	328
	0.76

	6
	10
	2
	7
	1
	2.0
	2, 2, 4, 4
	1
	328
	0.77

	11
	12
	6
	6
	1
	1.25
	2, 4, 4, 8, 8
	5
	3752
	0.86


These specific configurations practically cannot be avoided without causing the eNB scheduler too many efforts and/or limitations (e.g., no UCIs interleaved on PUSCH).

The last reported RI acts a main role in the following UCI reports’ length. The tables in sections 5.2.3.3.1 and 5.2.3.3.2 in ‎[2] for wideband and sub-band reports consider the last reported RI to calculate the amount of bits in a report. Decoding failure of current RI report would affect also the reception of more reports to come; meaning after an RI decoding failure, the eNB’s attempts to decode the next CSI reports are bound to fail, and also the TBs interleaved with those CSI reports would fail (since the PHY REs would not be correctly calculated).

Although this problem is not very frequent in LTE (only RI reports on PUSCH in case of CA, and probably 1 UL CC to force the limitation in UL resource), it may happen more frequently in NR. Since the NR specifications is not yet frozen, we do not know yet how often it could happen, however the following increase the chances for such decoding ambiguity to occur: 
· more DL throughput leads to more UCI traffic, and thus each UCI report gets less allocated resources, and
· more CA scenarios are expected to increase the UCI report length (concatenated reports of the serving cells as today in LTE CA). Further details on joint UCI feedback and the expected UCI size in NR CA are discussed in ‎[4]. Moreover, in NR possibly there will be more flexibility on PUCCH resources: NR might support 2 cell groups for PUCCH for NR CA and the configuration of multiple carriers transmitting the PUCCH in a cell group, and
· URLLC DL pre-emption will require more UL control, for example higher granularity A/N feedback per CBG. 
Thus a good approach would be to resolve RM decoding ambiguity in order not to limit the NR scheduler with too many constraints from the channel coding side.
Resolving LTE-RM decoding ambiguity in NR
The RM encoder, described in more detail in the sequel, can be looked at as a matrix multiplication and the codeword truncation at the end is mathematically equivalent to multiply with a submatrix (rows 1 to N) of the generation matrix given in the spec to get only b0,…, bN-1. A shifted truncation would be the selection of bΔ,…, bN-1+Δ which essentially means to multiply with a shifted submatrix (rows 1+Δ to N+Δ). The adaptation to the RM decoder is very simple and occurs before the LLRs permutation step.

In order to avoid such decoding ambiguity, the shifted submatrix (or equivalently the shifted puncturing scheme) should fulfil several conditions. More precisely, in all (K,N) configurations with LTE-RM decoding ambiguity, the rank of the submatrix is lower than K (i.e. there exist dependent columns).
The figure below illustrates a submatrix selection with Δ = 1 for (K,N) = (6,10). The un-shifted submatrix obviously contains dependent columns, while the shifted submatrix has a rank equal to K. This however is not the optimal selection for the shift Δ and is only given as an intuitive example for resolving the decoding ambiguity.
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Figure 1: Submatrix selection. 
Un-shifted matrix in red rectangle; shifted matrix in green rectangle.

The shift Δ is determined to fulfil the following criteria:

· Submatrix rank equals K; there should be no dependent columns (all columns should be linearly independent).

· Each first order column of the permuted submatrix when correlated with Hadamard gives a single peak (the first order columns are columns 1 to 6).

· The second order columns of the permuted submatrix are the least correlative to Hadamard amongst all possible shifts (the second order columns are columns 7 to K), so that only multiplication of the correct mask index with the second order matrix extension would become correlative with Hadamard. For example, by selecting minimal average peaks and minimal average peaks’ count, where the average is on the K-6 columns.

· Finally, among all shifts that fulfil above criteria, choose the shift that gives maximal summation of the submatrix singular values, given by the singular value decomposition (SVD) to assure strongest matrix rank.

The proposed design significantly improves the block error rate (BLER) performance. Simulation results of all possible codewords with K uncoded bits and N coded bits, without any noise added and thus perfect decoding expected, are given in the table below, showing the cases resulting in high BLER floor; weak decoding ratio denotes the number of multiple (i.e. more than one) peak occurrences divided by the overall number of tests (in this case 2K tests), separately for the first and second order stages. Weak decoding ratio of 1 means in all tests more than one peak was detected, and 0 means no multiple peaks were detected. On the left side, the BLER and weak decoding ratio are given for no shift (Δ = 0); on the right side, the BLER and weak decoding ratio are given for the specified shift in the most right column. We can observe that all decoding ambiguities are resolved with a shifted puncturing scheme: weak decoding ratio is reduced from 1 to 0, and BLER is reduced to 0 as expected.
|       || woEnhancemets    weak decoding ratio  || wEnhancemets     weak decoding ratio                |
| K | N || BLER          | 1st order | 2nd order || BLER          | 1st order | 2nd order | Delta shift |

|  6|  7||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|           23|

|  6|  8||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|           23|

|  7|  8||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|            8|

|  6|  9||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|           22|

|  7|  9||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|           21|

|  8|  9||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|           23|

|  6| 10||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|           21|

|  7| 10||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|            9|

|  8| 10||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|            9|

|  9| 10||           0.50|       1.00|       0.00||           0.00|       0.00|       0.00|            9|

| 11| 12||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           15|

| 11| 13||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           16|

| 12| 13||           0.75|       0.00|       1.00||           0.00|       0.00|       0.00|           16|

| 11| 14||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

| 12| 14||           0.75|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

| 13| 14||           0.75|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

| 11| 15||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           14|

| 12| 15||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

| 13| 15||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

| 11| 16||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

| 12| 16||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

| 13| 16||           0.50|       0.00|       1.00||           0.00|       0.00|       0.00|           13|

Observation 1: With LTE-RM code, harsh puncturing leads to decoding ambiguity in some cases.

Observation 2: For LTE-RM generation matrix, it is always possible to find a shifted puncturing scheme that resolves the decoding ambiguity.
In order to resolve the decoding ambiguity and realise the BLER performance improvement using the shifted puncturing scheme, both encoder and decoder should know the applied Δ. This could be achieved by introducing a predefined given set of shifts (K,N,Δ). At least for LTE-RM generation matrix, it is always possible to find such a Δ that resolves the decoding ambiguity.
The BLER curves as a function of SNR are shown in the figure below for BPSK modulation and AWGN channel. We observe a significant BLER improvement with the enhanced RM code.
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Figure 2: BLER performance.

Observation 3: A significant BLER improvement of LTE-RM code can be achieved with the shifted puncturing scheme.
Moreover, the proposed design supports higher coding rates and higher spectral efficiency for the very small block lengths in NR.
Proposal 1: A shifted puncturing scheme for LTE-RM is supported to resolve the decoding ambiguity that severely degrades BLER performance.
The modified encoding/decoding schemes are illustrated below to capture where the shift Δ is regarded. It can be seen that the complexity of both encoder and decoder remains the same, while only minor modifications are required in the rate matching process.
Notations

K:
The number of uncoded bits.

N:
The number of coded bits.

H32,i:
Mi+1, column i of the generation matrix, which is a permutation of the Hadamard matrix and a part of the first order RM.

Ei:
Mi+7, column i+6 of the generation matrix, which is a part of the Extension for second order RM.

Encoder

The RM encoder acts simply like in matrix multiplication. The encoded block is denoted by b0, b1, … , bB-1 where B = 20 (or 32) and bi = (sum{an*Mi,n}over n from 0 to A-1)mod 2 where i = 0, 1, … , B-1 and A = K.

Then the RM codeword is extended by repetition (a circular buffer rate matching with puncturing) to give a codeword size with a shift Δ: ci = b(i+Δ) mod B, where i = 0, 1, … , N-1.
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Figure 3: LTE-RM modified encoder structure.

If code index n is transferred into binary form (a0a1a2a3a4a5)2 then code becomes:

a5*H32,17+a4*H32,9+a3*H32,5+a2*H32,3+a1*H32,2+a0*all 1’s.

And for more than 6 bits we get:

aA-1*EA-6+…+a9*E4+a8*E3+a7*E2+a6*E1+a5*H32,17+a4*H32,9+a3*H32,5+a2*H32,3+a1*H32,2+a0*all 1’s.

Decoder

The RM code can be decoded by ML decoding based on IFHT with low complexity:

· LLRs of received symbols are accumulated or zero-padded to length B, circularly shifted by 
–Δ and then permuted the same way as the generation matrix is permuted in the spec related to Hadamard matrix in size of 32.

· First order RM code (up to 6 bits)

· Get correlation peak index with Hadamard to find a1, …, a5 (binary representation of peak index).

· Determine a0 according to peak sign (and summation of a1, …, a5 modulo 2).

· Second order RM code (above 6 bits)

· Exhaustive search over all possible options: 2(A-6) masks in length of 32, derived by the multiplication of the mask index (in binary representation) with the second order matrix extension, which scrambles the LLRs prior to correlation with Hadamard.

· Mask index with highest peak gives a6, … , aA-1.

· Peak index gives a1, …, a5.

· Determine a0 according to peak sign (and summation of a1, …, a5 modulo 2).
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Figure 4: LTE-RM modified decoder structure.

In case N > B the shift Δ can be determined according to Npartial = N-B*⌊N/B⌋. Although in case N > B the codeword is already fully transmitted, with the proposed shift Δ the prominent part (bits 1+Δ to N-B*⌊N/B⌋+Δ) of the codeword is repeated more times. Hence also here we can gain some BLER improvement.

In case N < B with this enhancement we can support not only a single RM code, but also multiple-RM encoders with a shifted truncation to support higher code rates for higher spectral efficiency. Generally for a combined codeword of N bits with K uncoded bits, leveraging this enhancement, we can support M encoders with about K/M uncoded bits and N/M coded bits; where N/M < B without constraints due to decoding ambiguity as in the original LTE-RM code rate matching scheme; resulting in the support of higher coding rates and higher spectral efficiency for the very small block lengths in NR.

In another aspect, resolving this decoding ambiguity would allow the support of higher coding rates and higher spectral efficiency for the very small block lengths in NR.
For example, in LTE PUCCH format 3 a combined codeword of 48 bits is allocated and two interleaved RM encoders are used to support 11 < K <= 21 (K/2 bits per codeword). Each encoder produces 32 bits codeword and each codeword is then truncated to 24 bits. For a codeword size of 24 bits there is no decoding ambiguity, however for 16 bits we do have it. With the proposed enhancement, the PF3-like scheme of multiple RM encoders can be extended to three codewords of 16 bits each and support up to K = 39 bits (K/3 bits per codeword) with a higher code rate (for higher spectral efficiency).

To summarize, the proposed change in the rate matching procedure for LTE-RM code is relatively small and significantly improves BLER performance where the available amount of PHY resource elements is limited and the RM codeword is therefore punctured. 

3. Conclusion

In this contribution we provide a way for resolving LTE-RM decoding ambiguity with minimal complexity by a simple shift in the puncturing (rate matching) procedure. 

Observation 1: With LTE-RM code, harsh puncturing leads to decoding ambiguity in some cases.

Observation 2: For LTE-RM generation matrix, it is always possible to find a shifted puncturing scheme that resolves the decoding ambiguity.
Observation 3: A significant BLER improvement of LTE-RM code can be achieved with the shifted puncturing scheme.
Proposal 1: A shifted puncturing scheme for LTE-RM is supported to resolve the decoding ambiguity that severely degrades BLER performance.
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