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1 Introduction

In the last two meetings, the following agreements were achieved [1]

 REF _Ref477177932 \r \h 
[2]

 REF _Ref490143501 \r \h 
[3]:
RAN1 #88 Agreements:

· Beam failure event occurs when the quality of beam pair link(s) of an associated control channel falls low enough (e.g. comparison with a threshold, time-out of an associated timer). Mechanism to recover from beam failure is triggered when beam failure occurs

· …
· Exact definition of such threshold is FFS and other conditions for triggering such mechanism are not precluded

RAN1 #89 Agreements:
· IS and OOS indications are based on SINR-like metric (e.g., hypothetical PDCCH BLER) as in LTE
· SINR-like metric as in LTE represents whether or not UE can receive PDCCH
· FFS: PDCCH in U-SS and/or PDCCH in C-SS
· RS used to derive SINR-like metric is down selected from following options
· Opt.1: CSI-RS
· Opt.2: DMRS for NR-PDCCH in C-SS
· Opt.3: DMRS for NR-PBCH
· Opt.4: NR-SSS
· Opt.5: RS for time/frequency tracking (if separate RS from above is defined for time/frequency tracking)
· FFS: how many options are used
· RAN1 assumes that single IS or OOS is indicated per reporting instance regardless number of beams available in cell. RAN1 has not concluded whether IS/OOS indications for RLF are per cell or not.
· RAN1 plans to provide at least periodic IS/OOS indications.
· FFS: possibility of additional aperiodic IS indication e.g., based on beam failure recovery mechanism.
· To receive gNB response for beam failure recovery request, a UE monitors NR PDCCH with the assumption that the corresponding PDCCH DM-RS is spatial QCL’ed with RS of the UE-identified candidate beam(s)
· FFS whether the candidate beam(s) is identified from a preconfigured set or not
· Detection of a gNB’s response for beam failure recovery request during a time window is supported

· FFS the time window is configured or pre-determined

· FFS the number of monitoring occasions within the time window

· FFS the size/location of the time window

· If there is no response detected within the window, the UE may perform re-tx of the request

· FFS details

· If not detected after a certain number of transmission(s), UE notifies higher layer entities

· FFS the number of transmission(s) or possibly further in combination with or solely determined by a timer 

RAN1 Ad Hoc Meeting NR#2

· RAN1 agrees that the certain number of beam failure recovery request  transmissions is NW configurable by using some parameters

· Parameters used by the NW could be:

· Number of transmissions

· Solely based on timer

· Combination of above

· FFS: whether beam failure recovery procedure is influenced by the RLF event

· In case of unsuccessful recovery from beam failure, UE sends an indication to higher layers, and refrains from further beam failure recovery

· Relationship between RLF and unsuccessful beam failure recovery indication (if any) e.g. whether beam failure recovery procedure influences or is influenced by the RLF event

· Send LS to inform RAN2 – to be done next meeting
· NR should strive to provide aperiodic indication(s) based on beam failure recovery procedure to assist radio link failure (RLF) procedure, if same RS is used for beam failure recovery and RLM procedures. 

· Example 1: aperiodic indication(s) based on beam failure recovery procedure can reset/stop T310

· RAN2 can decide specific procedure

· Example 2: aperiodic indication(s) based on failure of beam recovery procedure

· How to use aperiodic indication can be decided in RAN2

· FFS: aperiodic indication(s) based on beam failure recovery procedure to assist RLF procedure if different RS is used

2 Discussion
2.1 Relationship between beam failure detection and RLM/RLF
In LTE, a UE should declare radio link failure (RLF) in the higher layer (L3) when one of the following situations is satisfied:

· An indication from RLC that the maximum number of re-transmission has been reached;

· An indication from MAC that random access problem occurs while neither T300, T301, T304 nor T311 is running;

· The failure of receiving handover command during T312 when T310 is running, e.g., upon T312 expiry;

· Physical layer problem detection based on radio link monitoring (RLM), e.g., upon T310 expiry.

In NR, radio link failure detection can rely on at least the above situations. Assuming similar to LTE, once radio link failure is declared, RRC connection reestablishment procedure could be involved to recovery the connection between gNB and UE, and depending on results of connection reestablishment, the recovery from RLF may trigger RRC_Idle mode handover (if reestablishment fails), thus taking more than several hundreds of milliseconds because of cell reselection and contention-based random access.
Observation 1a: Radio link failure could be triggered by several reasons, not just by physical layer problems.
In NR, beam based transmission is supported to overcome the high propagation loss. One cell can support multi-beam sweeping and each UE can be configured with proper beams for its transmission. However, beam failure occurs due to user mobility, rotation and blockage. Therefore the control beam pair link(s) is no longer taken as reliable communication and beam failure recovery procedure is desired.
Observation 1b: Beam failure is triggered by physical layer problems.
In contrast to the recovery mechanism from RLF, beam failure detection and beam failure recovery should aim for the low latency. The recovery mechanism from RLF relies on the RRC connection reestablishment which incurs more layers of actions and takes more time and power. Therefore link recovery from beam failure should avoid any RRC layer’s involvement as much as possible. Namely, beam failure recovery (BFR) mechanism should be designed based on the assumption of RRC connected mode and it should be confined only with the involvement of L1/L2 layer.
Observation 2: Beam failure detection and BFR happen much faster than layer 3 RLF state transitions and RRC signalling. The state machines of BFR and RLF at different layers may run relatively independently except limited mutual indications in-between to be helpful, avoid complexity and yet maintain layered modularity. .
Proposal 1: Beam failure detection and beam failure recovery mechanism are implemented in L1/L2.
For discussion convenience, we simply divide the beams in NR multi-beam system into three sets in this paper: serving beams, candidate beams, and new-identified beams. Where serving beams are the ones which are used for control channel and data channel transmission or reception, candidate beams are the ones which could replace the serving beam in case of problem in serving beams. In addition, serving beams and candidate beams consists of monitored beams with proper quality which have been measured and reported, thus they are known by both gNB and UE. However, new-identified beams are the ones which are discovered by periodic beam management reference signals but known by UE itself only. Figure 1 shows beam classification.
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Figure 1 Beam classification
Radio link monitoring is used to detect the physical layer problem by the higher layer. In RAN1 #89 meeting, it was agreed that IS/OOS indications are based on SINR-like metric as in LTE, which represents whether or not UE can receive PDCCH. Therefore RLM monitors all beams including serving beams, candidate beams and new-identified beams, while beam failure detection monitors only the serving control beams. 

Note that UE could decide itself whether and when to monitor/discover new-identified beams based on its capability, overhead and situation (e.g., after beam failure is detected). 
Observation 3: RLM monitors all beams including serving beams, candidate beams and new-identified beams, while beam failure detection monitors only the serving beams.
Observation 4: RLM tries to confirm whether there are still feasible beams for PDCCH transmission, while beam failure detection is to find out whether the serving beams are still available for PDCCH transmission.

As RLM and beam failure detection both rely on the receiving performance of PDCCH, it is reasonable to reuse the SINR-like metric for RLM to provide single indication for beam failure detection but based on the serving beams. However, to pursue a fast beam failure detection and recovery, parameters for related counters and evaluation periods may be configured with different values, e.g., the value related to the counter for beam failure detection may be configured with smaller value than that of RLM. More specifically, UE monitors in PHY the number of consecutive times (i.e., counter value) that the quality of associated beam pair link(s) falls low enough without sending consecutive indications to higher layer.

Proposal 2: Support reuse the SINR-like metric to provide single indication for beam failure detection based on the serving beams.
2.2 Interaction between beam failure recovery and RLM/RLF

When RLF is declared by physical layer problem, there is no beam available for control channel transmission for a long period of time, i.e., after N310 consecutive cell-level OOS indications are detected. It is obvious that beam failure event have must occurred before radio link failure declaration. The beam failure recovery procedure may be triggered right after beam failure is detected.

Proposal 3: Beam failure recovery should be triggered before RLF declaring. 

On the other hand, BFR procedure may be optimized by RLF indications, e.g., BFR’s timers or counters may be reset (early terminated), its specific steps may be skipped (sped up) based on RLF state indications, because RLF state relies more than just physical layer radio problems. For example, a HO command received by UE at upper layer means there is no need for Physical layer to recover any failed (UL) beams in the old serving cell, because handover to another new cell is already triggered. Therefore, we have the follow proposal.
Proposal 4: Beam failure recovery process should consider certain RLF indications for optimization. FFS between RAN1 and RAN2 on what and how such indications can be used.
2.2.1 Failure of BFR
When the channel quality degrades, UE should firstly try to recover its communication with available beams within one cell through the beam failure recovery mechanism. In RAN1 #89 meeting, it has agreed that if the response of beam failure recovery request is not detected after a certain number of transmission(s), UE notifies higher layer entities, i.e., to inform the failure of beam failure recovery. This notification can assist the decision of RLF declaration. 

In addition, considering 4 different steps for the BFR process, i.e., beam failure detection, new candidate beam identification, BFR request transmission and UE monitoring of gNB response for BFR request, the process or each step may send intermediate indications to assist RLF.

2.2.2 Success of BFR 

When beam failure recovery procedure is triggered, it needs to specify how to determine whether it has succeeded. It is reasonable to believe that beam failure recovery succeeds when UE has received the corresponding response successfully. At that moment, the control channel between gNB and UE is re-established again, so UE can reset the related timers and counters and send no more beam failure recovery request.

Observation 5: Beam failure recovery is considered successful only when UE receives the response of beam failure recovery successfully. 

3 Conclusions

In this contribution we made the following observations:
Observation 1a: Radio link failure could be triggered by several reasons, not just by physical layer problems.
Observation 1b: Beam failure is triggered by physical layer problems.
Observation 2: Beam failure detection and BFR happen much faster than layer 3 RLF state transitions and RRC signalling. The state machines of BFR and RLF at different layers may run relatively independently except limited mutual indications in-between to be helpful, avoid complexity and yet maintain layered modularity.

Observation 3: RLM monitors all beams including serving beams, candidate beams and new-identified beams, while beam failure detection monitors only the serving beams. 

Observation 4: RLM tries to confirm whether there are still feasible beams for PDCCH transmission, while beam failure detection is to find out whether the serving beams are still available for PDCCH transmission.
Observation 5: Beam failure recovery is considered successful only when UE receives the response of beam failure recovery successfully. 
Based on the discussion in this contribution we propose the following:
Proposal 1: Beam failure detection and beam failure recovery mechanism are implemented in L1/L2.
Proposal 2: Support reuse the SINR-like metric to provide single indication for beam failure detection based on the serving beams.
Proposal 3: Beam failure recovery should be triggered before RLF declaring. 
Proposal 4: Beam failure recovery process should consider certain RLF indications for optimization. FFS between RAN1 and RAN2 on what and how such indications can be used.
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