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1. Introduction

In the last RAN1 NR Ad-Hoc #2 meeting, the following agreements were achieved ‎[1]:
Agreements:
· FFS: details of scrambling of the PBCH which may or may not carry a part of timing information.
The basic of NR synchronization will rely on 4G general principle but will be augmented with the use of beamforming. Beam management should allow the UE to extract frame timing to avoid timing ambiguity. 

In this document we share our view and discuss how to indicate the SFN over NR-PBCH with a Polar code based solution; the proposed method preserves soft combining of received PBCHs from consecutive SS blocks for performance boost as done in LTE (gain of (K-1)*3dB in MCL from soft combining of K PBCH blocks).

2. Discussion

Synchronization procedure with beam-sweeping operation provides enhanced coverage for distant UEs or when carrier frequency is high and the transmitted signals fade faster with the distance (e.g. in mmWaves).

In LTE, frame timing is determined by the detection of the synchronization signal as the resource location of the synchronization signal is unique for a certain duplex mode. It has been identified in 3GPP during the NR SI that multiple resource locations for beam sweeping over multiple ‘SS blocks’ or ‘SS bursts’  may lead to the ambiguity of the frame timing. In order to address the frame timing ambiguity in NR, it was agreed that the UE should be able to identify the symbol index and/or the subframe index in which the detected SS is transmitted. It is not enough to bundle the time index with the beam index since from the network implementation flexibility the SS-block index shall not be restrictive to a specific beam deployment.

We search for a solution that allows the soft combining of received PBCHs from consecutive SS blocks (of the same beam) for performance boost. We provide an approach to signal the SFN through PBCH by utilizing the linearity of Polar codes and with limited complexity: MSB (e.g. 8-bits) of the SFN are explicitly signalled in PBCH content whereas LSB (e.g. 2-bits) of the SFN are implicitly signalled using different scrambling sequences applied to PBCH data. Hereafter we refer to the LSB part as SFN for simplicity.
We propose to indicate the SFN by a time-related scrambling sequence; pre-defined sequences, where each sequence represents a specific LSB value. The scrambling operation can be applied before or after the Polar encoder as depicted in the figure below.
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Figure 1: SFN indication with time related scrambling sequences.
(a) pre-encoder scrambling; (b) post-encoder scrambling.
From the linearity of Polar codes, a scrambling operation before the encoder is mathematically equivalent to another scrambling operation after the encoder:

X is the input block to the encoder and Y = Polar-Encoder (X) is the encoded block, S is the scrambling sequence before the encoder and Z = Polar-Encoder (S) is the encoded scrambling sequence. The following holds true: Y xor Z = Polar-Encoder (X xor S).

This would allow the soft combining of multiple blocks as described in the sequel.

Proposal 1: SFN indication by PBCH with time-related scrambling sequences.
In the following figure we describe several options for the design of the scrambling sequence: 
[image: image2.jpg](a)





Figure 2: Time related scrambling sequence design: (a) Higher code rate; (b) Longer time stamp without changing the code rate; (c) Longer time stamp with longer CRC and higher code rate.
Option (a) in the figure below is described in ‎[2]. Options (b) and (c) are utilizing a longer time-stamp sequence (with longer Hamming distance between different timing sequences) scrambled with the more reliable bits to mitigate the chance of detecting a wrong SFN and thus increase its reliability as described in the sequel.

Decoding of a single block 
The decoding of option (a) is straight forward with a regular Polar decoder and less frozen bits. For options (b) and (c) there would be multiple de-scrambling and CRC checks after the decoder to find the correct SFN as depicted in the figure below; this however is considered as a minimal additional complexity since only a single Polar decoding is required.
[image: image3.jpg]no
r—) Ignore

De- ble with es  MIB f
e-scramble wi CRC pass? N ound

sequence S(t) with t,
LLRs of 3 Polar s no
RX block decoder | Ignore
De-scramble with yes _ MIB found
sequence S(tg.1) CCpass] with tg_;




Figure 3: Decoding of a single PBCH block.
False Alarm Rate (FAR) considerations 
A longer CRC is required to achieve the same target false alarm rate as the number of CRC checks increase linearly with the number of SFN values (LSB part only).

However, we can mitigate the chance of detecting a wrong SFN by scrambling only the most reliable bits (with highest capacity) with the time-related sequence. The capacity of bits channel is determined according to Polar code construction (e.g., according to Bhattacharyya parameter). 

The scrambling sequence length is set to optimize the decoding probability while taking into account (i) maximal hamming distance of scrambling sequences and (ii) the capacity of selected bits.

The increased FAR is given by FAR = (1 + (K – 1) * P) * FARref, where K is the number of tested hypotheses for the time index, FARref = 2–C gives the false alarm probability for C-bits CRC length and P expresses the average probability of another hypothesis’s sequence to become the transmitted sequence. 
To calculate P we product (multiply) the bits’ probabilities, which is actually according to the Capacity of bits channel: P = 2 * (((1 – AvgCapacity)AvgHammingDist) * ((AvgCapacity)(D’ – AvgHammingDist)) * Prod{Capacity}data_unmasked_positions)1 / D, where AvgCapacity = Mean{Capacity}data_masked_positions, the data masked positions are the set of D’ selected bits locations for scrambling among all D data bits (for payload + CRC), and the data un-masked positions are the complementary set in size of D – D’. The average hamming distance is given by AvgHammingDist ≈ D’ / sqrt(log2K).

Factor 2 is added to P since typically the value (p1*…*pn)1/n where all pi are between 0 to 1 is a number between 0 to 1. For uniform probabilities the average of this formula is about ½, thus with factor 2 we get P = 1, and this gives the upper bound FARupperBound = K * FARref. When scrambling only the most reliable bits this value is very close to zero since (1 – AvgCapacity) goes to zero and we get 
FAR = (1 + α) * FARref  where α << (K – 1).
Generally we can say that for a CRC to pass for a wrong SFN is unlikely since all the “less reliable” bits need to be correct, while some of the “most reliable” bits conveying time index need to be incorrect (in such a way that the sequence becomes one of the other sequences, otherwise CRC should not pass). Longer scrambling sequences make it harder for one sequence to become another, on the expense of using lower capacities.

For example, from the three options depicted below the middle would give the minimal increase in FAR:
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Figure 4: Selection of bit locations for scrambling.
Because of the multiple hypotheses testing, option (b) would have increased FAR compared to option (a), but option (c) compensates it with a longer CRC (e.g., if K hypotheses are tested, then floor(log2K) additional CRC bits give FAR <= FARref). 

Block Error Rate (BLER) considerations 
Option (a) and (c) have same coding rate, which results in same BLER performance, while option (b) has reduced coding rate and improved BLER performance. Option (c) serves as a benchmark for the performance comparison since it keeps same BLER as option (a) yet it outperforms on FAR.
The BLER improvement is modelled in the relevant SNR region (around BLER of ~10-2) as illustrated in the figure below.
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Figure 5: BLER behaviour: option a in red; option b in green.

First, the Polar code is constructed for option a as a reference: The number of data bits equals D + log2K, and the code rate equals Rref = (D + log2K) / N where N equals the Polar block size. The capacity of bits channel, Capacityref, is then calculated (e.g., according to Bhattacharyya parameter) and the capacity ratio gives the relative capacity of the data bits: 
CapacityRatioref = Sum{Capacityref}data_positions / Sum{Capacityref} all_positions.

Second, the Polar code is constructed for option b: The number of data bits is reduced to D, and the code rate is effectively reduced to R = D / N. The capacity of bits channel, Capacity, is then calculated and the capacity ratio gives the relative capacity of the data bits: 
CapacityRatio = Sum{Capacity}data_positions / Sum{Capacity} all_positions.

Finally, the BLER improvement is given by the SNR shift in [dB] according to
BLER_improvement = 10*log10((1 – CapacityRatio) / (1 – CapacityRatioref))*Rref [dB].

Equivalently this also equals to
BLER_improvement = 10*log10(CompCapacityRatio / CompCapacityRatioref)*Rref [dB], where CompCapacityRatioref = Sum{Capacityref}frozen_positions / Sum{Capacityref} all_positions 
and CompCapacityRatio = Sum{Capacity}frozen_positions / Sum{Capacity} all_positions
The following table compares the BLER and FAR metrics, together with the decoding complexity of the time index for all above options. 
	Option
	BLER
	FAR
	Decoding complexity

	a (log2K additional bits in the payload)
	reference
	reference
	reference

	b (no additional bits)
	lower
	Up to K-times higher; 
preferred to scramble most reliable bits to get (1+ α)-times higher with α << (K – 1))
	multiple descrambling and CRC checks

	c (log2K additional bits in the CRC)
	same
	Lower when scrambling most reliable bits (and upper bounded by reference FAR)
	multiple descrambling and CRC checks


Simulation results (for a single block)

For the payload carried by the NR-PBCH, RAN1 has agreed to target the payload size to be no larger than 72 bits and no less than 40 bits including the CRC.

The signalling of 4 timing indices for SFN (2 LSB) is evaluated, and compared to option (a) with CRC of 16-bits:

· For option (b) the estimated SNR gain at BLER of 10-2 is up to 0.16dB for 40 bits payload (and up to 0.07dB for 72 bits payload) with small increase of 19% (and 32%) in the FAR.

· For option (c) the estimated FAR reduction is up to 67% for 40 bits payload (and up to 70% for 72 bits payload) with same BLER.
With option (b) we have better BLER with a small increase in FAR and with option (c) we have better FAR with same BLER.

Observation 1: Time-related scrambling of most reliable bits with optional additional CRC bits can improve BLER and FAR with the only cost of multiple descrambling and CRC checks after the Polar decoder in case of a single block.
Proposal 2: Scrambling pattern for SFN indication is designed to scramble only the most reliable data bits.
Soft-combination among multiple blocks

According to the linearity of Polar codes we can descramble the LLRs of multiple blocks prior to Polar decoding. Then, a joint detector that processed the LLRs of multiple blocks can estimate the SFN, by simply testing at which time index the LLRs are accumulative in a constructive manner.

Soft combining of K PBCH blocks in size of N:

descrambledLLRk,n = LLRk,n xor Zk,n ; where k = 0, …,K-1 and n = 0, … ,N.

accDescrambledLLRn = summation {descrambledLLRk,n}over k = 0,…,K-1 ; where n = 0, … ,N.
timeIndex = ArgMax { summation {accDescrambledLLRn2}over n = 0,…,N-1}.
Finally, a normal Polar decoder can decode the payload and verify the SFN.

Payload = Polar-Decoder (accDescrambledLLR).
The decoding scheme for multiple blocks is depicted in the following figure:
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Figure 6: Soft combining and decoding of multiple PBCH blocks.
The above soft combining scheme is for either pre-encoder scrambling or post-encoder scrambling, since as aforementioned from the linearity of Polar codes, a scrambling operation before the encoder is mathematically equivalent to another scrambling operation after the encoder; Z = Polar-Encoder (S).

In case of multiple blocks (soft-combining) the decoding process is exactly the same for all options (a), (b) and (c). With options (b) and (c) the pre-processing of LLRs would be more reliable since the time-related sequence is scrambled with the more reliable bits.
Observation 2: Time-related scrambling supports soft combining of multiple blocks.

Observation 3: Time-related scrambling of most reliable bits gives a more reliable soft combining of multiple blocks.

To summarize, the proposed scrambling design for SFN indication supports soft combining with a single decoding and the only cost is (i) multiple de-scrambling and CRC check and (ii) longer CRC to keep same FAR (however with scrambling only the most reliable bits the FAR increase is negligible and only few additional CRC bits are required).

In terms of performance (BLER, FAR) options (b) and (c) outperform option (a), also the soft combining of multiple block is more reliable with options (b) and (c).

3. Conclusion

In this contribution we provide a method for signalling the SFN over PBCH by a time-related scrambling sequence with minimal complexity and better (BLER, FAR) performance. 
Observation 1: Time-related scrambling of most reliable bits with optional additional CRC bits can improve BLER and FAR with the only cost of multiple descrambling and CRC checks after the Polar decoder in case of a single block.
Observation 2: Time-related scrambling supports soft combining of multiple blocks.

Observation 3: Time-related scrambling of most reliable bits gives a more reliable soft combining of multiple blocks.

Proposal 1: SFN indication by PBCH with time-related scrambling sequences.
Proposal 2: Scrambling pattern for SFN indication is designed to scramble only the most reliable data bits.
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