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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1 NR Ad-Hoc#2 [1], the following agreements on RBG size were achieved: 
Agreements:
· [bookmark: OLE_LINK48][bookmark: OLE_LINK49]For PDSCH/PUSCH, the RBG size/number can be changed along with the change of the BWP used for resource allocation.
· FFS: If one or multiple of following option(s) is/are also used for RBG size/number determination:
· Opt. 1: Semi-statically configured size of Type0 RA bitmap. 
· Number and size of RBGs for a RA is determined based on size of BWP and the size of the bitmap.
· Opt. 2: Semi-statically configured RBG size(s) per BWP for deriving number of RBGs.
· Number of RBGs in the BWP is determined by size of the BWP and the configured/indicated RBG size(s). 
· FFS: Dynamic switching of RBG size(s). 
· Opt. 3: DCI format/DCI format size (e.g. a compact DCI may be with a larger RBG size than a normal DCI).
· Opt. 4: Transmission durations (e.g. a shorter-duration transmission may be with a larger RBG size than a longer one).
· Opt. 5: RBG size is determined depending on the size of the BWP.
· Other options are not precluded.
[bookmark: OLE_LINK73][bookmark: OLE_LINK74]In this contribution, the association of control resource sets (CORESETs) and bandwidth parts (BWPs) is discussed. Moreover, RBG size determination and resource allocation mechanism are investigated. Other remaining issues on wideband operation could be found in our companion contribution [5].
[bookmark: OLE_LINK66][bookmark: _Ref129681832]CORESETs and bandwidth parts
As agreed in RAN1#89 [2], configuration of a DL BWP includes at least one CORESET. The associated CORESETs of a BWP constitute the “CORESET group” of the BWP and are used for scheduling of the BWP for data transmission for a specific UE. A CORESET group and its association with an active BWP is UE-specific, i.e. the CORESET group of an active BWP for UE1 may be different than CORESET group of the same active BWP for UE2. Also, the same CORESET group may be associated with BWP1 for UE1 and BWP2 for UE2. This flexibility of association of CORESET groups can enable gNB to achieve better frequency diversity as well as improved overall blocking performance for DL control channel.
Scheduling and resource allocation mechanism
Dynamic resource allocation of different numerologies
In RAN1#87 [3], it was agreed that NR strives for efficient support of dynamic resource allocation of different numerologies in FDM/TDM fashion. One feasible approach is illustrated in Fig. 1, two BWPs with different numerologies are configured to UE1 and UE2 separately, and the two BWPs are partially overlapped in the frequency domain. For the CSI measurement within one BWP, if the CSI-RS is collided with data/RS in another BWP, the collision region in another BWP could be rate matched.  Consequently, CSI information over the two BWPs is known at gNB side by UE reporting, and dynamic resource allocation with different numerologies in a FDM manner could be achieved by gNB scheduling.
[image: ]
[bookmark: _Ref488857724]Fig. 1 Dynamic resource allocation of different numerologies
Proposal 1: BWPs with different numerologies could be overlapped, and rate matching for CSI-RS of another BWP in the overlapped region could be considered.
Self-BWP scheduling and cross-BWP scheduling
In cross-BWP scheduling, the CORESET and the corresponding data is transmitted in different BWPs. Since separate sets of BWP configurations for DL & UL per component carrier are supported in the last meeting [1], the cross-BWP scheduling is actually already supported for the case of UL data scheduling.
For the DL data scheduling, as discussed in our companion contribution [4], cross-BWP scheduling can be adopted to implement the activation/deactivation of BWPs in bandwidth adaptation, as shown in Fig. 2. 
[image: ]
[bookmark: _Ref488857813]Fig. 2 Self-BWP scheduling and cross-BWP scheduling in bandwidth adaptation
RBG size determination
In the last meeting, the following options were considered to determine the RBG size, and the analysis are as follows:
· Opt. 1: Semi-statically configured size of Type0 RA bitmap. Number and size of RBGs for a RA is determined based on size of BWP and the size of the bitmap.
· Pros: The length of the RA field is configured semi-statically, the direct benefit is that the payload of DCI is not changeable with the BWP switching, thus the blind detection overhead is reduced.
· Cons: How to configure a reasonable bitmap size needs further study. A larger size introduces overhead while a smaller size may lead to an unreasonable RBG size.        
· Opt. 2: Semi-statically configured RBG size(s) per BWP for deriving number of RBGs. Number of RBGs in the BWP is determined by size of the BWP and the configured/indicated RBG size(s). 
· Pros: The RBG size can be reconfigured for the same BWP, which provides the flexibility of resource allocation.
· Cons: The bitmap adopted for resource allocation may be different for different BWPs. And the DCI blind detection complexity might be increased.
· Opt. 3: DCI format/DCI format size (e.g. a compact DCI may be with a larger RBG size than a normal DCI).
· Pros: The length of the bitmap is reduced for the compact DCI, which improves the coverage of the compact DCI.
· Cons: Needs more designs for different DCI format.
· Opt. 4: Transmission durations (e.g. a shorter-duration transmission may be with a larger RBG size than a longer one).
· Pros: The DCI payload might be kept unchanged with the variable durations.
· Cons: If the RBG size depends on the number of symbols, not only the complexity of scheduling and resource allocation will increase but also resource fragmentation will be incurred.
· Opt. 5: RBG size is determined depending on the size of the BWP.
· Pros: For BWP with different sizes, the RBG size should be different similar to LTE to limit the payload of DCI.
· Cons: The problem is how to keep the same size of the bitmap for different BWPs.
[bookmark: OLE_LINK160][bookmark: OLE_LINK161]In our view, the association between RBG size and the BWP size can be predetermined or configured similar to LTE. To provide a flexible granularity for resource allocation, multiple RBG sizes can be associated with the same BWP size. And the selected RBG size should be further indicated. According to the agreements, the combination of Opt.2 and Opt.5 should be supported. 
Proposal 2: RBG size set is determined by the size of the BWP. RBG size is configured/indicated within the set.
In order to improve the performance and reduce the scheduling signalling overhead, different transport channels such as system information block and unicast PDSCH may have different RBG sizes. For example, larger RBG sizes, such as 8 or 16, can be used for common channel transmissions. For UE-specific channel transmission, smaller RBG sizes, such as 2 or 3 or 4, can be selected based on the bandwidth of BWP. Furthermore, different DCI formats or the DCI scrambling RNTIs correspond to different channel transmissions. For example, SI-RNTI is used for system information scheduling and C-RNTI is used for UE-specific scheduling. Therefore, gNB and UE can determine RBG size based on the DCI format or DCI scrambling RNTI.  Opt. 3 should be also supported.
Proposal 3: NR supports different RBG sizes for different DCI format or DCI scrambling RNTI.
As mentioned in the cross-BWP scheduling section, to keep the same payload size of DCI for different BWPs, one method is set the size of Type0 RA bitmap as the maximum RBG number in the configured BWPs [4], as illustrated in Fig. 3.
[image: ]
[bookmark: _Ref490130250]Fig. 3 Same DCI payload size for self-BWP and cross-BWP scheduling
Proposal 4: The size of Type0 RA bitmap is the maximum RBG number in the configured BWPs.
RBG size for data channel multiplexing with control channel
[bookmark: _GoBack]In order to increase the resource utilization efficiency, some control resources can be dynamically multiplexed for data channel as agreed in [3]. If control resources are used for data transmission, in order to make most full use of control channel resources, the RBG size for data transmission should be same with the frequency granularity of control channel as possible. The candidate sizes of RBG can be predefined as 2, 3, 6 to align with all possible REG bundling sizes in frequency domain [6].
Proposal 5: The RBG size could be the same with REG bundling size in frequency domain in order to efficiently enable dynamic multiplexing of control and data channels. 
•	RBG size of 3 and 6 should also be supported in NR.
[bookmark: OLE_LINK43][bookmark: OLE_LINK44]Conclusions
According to the above discussions, we have the following proposals:
[bookmark: OLE_LINK6]Proposal 1: BWPs with different numerologies could be overlapped, and rate matching for CSI-RS of another BWP in the overlapped region could be considered.
Proposal 2: RBG size set is determined by the size of the BWP. RBG size is configured/indicated within the set.
Proposal 3: NR supports different RBG sizes for different DCI format or DCI scrambling RNTI.
Proposal 4: The size of Type0 RA bitmap is the maximum RBG number in the configured BWPs.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 5: The RBG size could be the same with REG bundling size in frequency domain in order to efficiently enable dynamic multiplexing of control and data channels. 
•	RBG size of 3 and 6 should also be supported in NR.
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