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1. Introduction

This contribution provides the joint text proposal for map-based hybrid channel model, based on R1-163102 from Keysight and R1-163094 from ZTE. 
The full descriptions of map-based hybrid channel model are shown in the appendix, with the explanations for some modelling steps given in section 2.  
2. Explanations of proposed map-based hybrid modeling 
The modeling explanations in this section mainly focus on the deterministic cluster generation based on ray tracing (Step 3) and random cluster generation based on 3D-model alike methods (Steps 5~7). 
For Step 3 (Apply ray-tracing to each pair of link ends) 
Based on the theories of the geometry and electric field calculations in ray tracing, the flexible configurations of the maximum orders of reflection and penetration can be achieved. Up to 2-order diffractions can also be supported by UTD. However, with the computation complexity/time and memory consumption taken into account, the following typical configurations for different propagation mechanisms per path are recommended:  
· up to nref order for reflection on a path without diffraction, where nref ={1,2,3}.
· up to ndif orders for diffraction on a path without reflection, where ndif ={1,2}.
· up to npen orders for penetration, where npen≥1 with the recommended value equal to 5.
The path with both types of reflection and diffraction is limited to 1-order reflection and 1-order diffraction, besides the penetrations.   
Step 5 (Generate delays for random clusters): 

The first task in Step 5 is to determine the statistic parameter of the exponential distribution that is used to model the cluster level inter-arrival interval, where the cluster arrival process is assumed to be Poisson. In the RAN1 email discussion, comments were raised that the modeling of random components in the hybrid model should be based on the statistics with contributions from deterministic components being "subtracted". In other words, the total delay contributions from both deterministic clusters and random clusters should target to make the overall statistics of delay close to the one gathered from plenty measurements and used in the stochastic-only modeling. Assume 
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 is the mean delay derived from measurements. The ray-tracing step gives LRT deterministic paths, each of which has a normalized delay 
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 for 1≤lRT≤ LRT. In the generation of  LRC  random paths that follow Poisson process with mean inter-arrival interval μτ, in order to keep the average delay of all clusters, i.e., 
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 , converging to 
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, μτ should be equal to 
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. Further, because the paths captured by ray-tracing generally arrive earlier in the average sense than the paths missed by the ray-tracing and therefore modelled by random clusters, the mean delay of exponential-distributed random cluster arrival interval is max{ μτ , 
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The next task in Step 5 is to remove some random clusters based on certain criterion. This operation was in Step 8 in the RAN1 email discussion. However, because the removed random path should not impact the power generation in Step 6, we think it is better to make this operation earlier than Step 6. In addition, the RAN1 email discussion left with two options on how to remove random clusters: 

Option 1: Define the maximum number of two types of clusters as L. Then if 
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Option 2: Define the minimum delay difference between any deterministic cluster and random cluster as 
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. Then remove the random cluster whose delay difference from any deterministic cluster delay is less than 
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We prefer to Option 2, but without explicitly defining a threshold 
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. For a memory-less Poisson process with mean arrival time 
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[image: image13.wmf]÷

÷

ø

ö

ç

ç

è

æ

-

×

=

0

1

1

ln

p

RC

th

t

m

t

 can be generally considered as a low-chance event for probability 
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=0.2),  it can be fairly assumed to be a low-probability event for a random cluster falling into time window given by [
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 for any of 1≤lRT≤LRT  is removed.   
Step 6 (Generate powers for random clusters): 

The logics lying in the random cluster power generation include: 

· The "real power" distribution between all the deterministic paths and all the random paths should follow the "virtual power" distribution between the two kinds of paths, where the "real power" refers to the path power taking into account the large scale fading that is implicitly calculated in the step of ray-tracing, while the "virtual power" of deterministic or random path is generated based on the corresponding path delay, in the same way as in 3GPP 3D channel model, which suggests that the "virtual powers" of two kinds of paths should be normalized together (refer to equations (X.2) and (X.3) in appendix).   

· The large-scale fading, which is derived as the ratio between "total real power" and "total virtual power" across all the deterministic paths, is shared by all random paths. 

With above reasoning, the random cluster power generation by (X.4) in appendix is straight-forward. 

Step 7 (Generate angles for random clusters): 

We prefer to reuse the cluster angle calculations in the current 3GPP 3D channel model, with the following parameter substitutions. 

	Parameters used in 3GPP 3D model
	New values for substitutions

	Cluster power Pn
	"real power" for random cluster n : 
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	Maximum cluster power 
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	maximum over all deterministic and random clusters : 
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	The power-weighted average of corresponding angle vectors of all deterministic clusters, for example, 
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Table 1 Parameter substitutions for Step 7

After the Step 8, which merges both deterministic clusters and random clusters and discards the cluster that is more than -25dB weaker than the peak cluster, the remaining modeling steps are similar to those in the current 3GPP 3D channel model, with following modifications to utilize the ray-tracing outputs:  

· In Step 9 (Generate angles for intra-cluster rays), the parameters 
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 following the output of ray-tracing (Step 3) if cluster n is deterministic cluster, or the output of Step 7 if the cluster n is random cluster. 
· In Step 11 (Generate XPRs), the corresponding 3GPP 3D model procedure is reused unless the cluster is a deterministic cluster, for which the mean of Gaussian random variable to generate log-Normal XPR follows the XPR generated from ray-tracing (Step 3).

· In both Step 10 (Coupling intra-cluster rays) and Step 13 (Generate channel coefficients), there is no need to distinguish between the two strongest clusters and the remaining weak clusters.
3. Conclusion 

This contribution provides a full description for the map-based hybrid model, including the deterministic part based on ray-tracing, and the stochastic part which is aimed to share modeling methods with stochastic-only channel model methodology that is still under RAN1's investigation. Therefore, the further modifications to this hybrid modeling are quite possible based on the agreements that will be made for stochastic-only channel modeling. However, the principles and the framework provided in this contribution for hybrid model should remain the same.  
Proposal: RAN1 agrees, in principle, the text proposal in appendix, as an alternative methodology for high-frequency channel modeling. How to finalize the sharing of certain modeling details with stochastic-only channel model is FFS.  
Appendix. TP for map-based hybrid channel model 
8
Map-based Hybrid Channel Model
Map-based hybrid model is composed of a deterministic component following, e.g., METIS work [2] and a stochastic component following mainly the model described in section 7. The channel model methodology described in this section is an alternative to the methodology specified in section 7, and can be used to meet following purposes: 

· The performance evaluation/prediction is desired for certain specific deployment environments, for which the digital map is available;

· The impacts of environmental structures and materials to the high-frequency propagations are desired to be modelled more completely in the deterministic manner, rather than much simplified or even omitted based on stochastic emulation;  
· The performance evaluation/prediction is desired for certain features, which may not be supported by stochastic model.   
8.1
Coordinate system
The same coordinate system as defined in section 7.1 is applied. 
8.2
Scenarios

The same scenarios as in section 7.2 can be applied. 
8.3 
Antenna modelling
The same antenna modelling as defined in section 7.3 can be applied. 
8.4
Channel generation
The radio channels are created using the deterministic ray-tracing upon a digitized map and emulating certain stochastic components according to the statistic parameters listed in Table 7.x-x [Note: Table 7.x-x refers to the table in Section 7 used for stochastic-only methodology. Not all parameters listed in Table 7.x-x are used in hybrid model]. The channel realizations are obtained by a step-wise procedure illustrated in Figure 8.4-1 and described below. In the following steps, downlink is assumed. For uplink, arrival and departure parameters have to be swapped. 
 [Note: How to add the supports of blockage, large bandwidth and large antenna array in Figure 8.4-1 would take into account how the corresponding steps are decided for stochastic-only model.]
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Figure 8.4-1: Channel coefficient generation procedure

Step-wise procedure:
Step 1: Set environment and import digitized map accordingly 
a)
Choose scenario. Choose a global coordinate system and define zenith angle θ, azimuth angle ϕ, and spherical basis vectors 
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 as shown in Figure 7.x-x.

b)  Import digitized map according to the chosen scenario. The digitized map should at least contain the following information: 

· The 3D geometric information for each of major structures involving with buildings or rooms. The external building walls and internal room walls are represented by surfaces and identified by the coordinates of the vertices on each wall. 
· The material and thickness of each wall as well as the corresponding electromagnetic properties including permittivity and conductivity. 
· Random small objects in certain scenarios (e.g, UMi outdoor)

The format of digitized map, including additional information besides above-mentioned, is per implementation wise and out of scope of this description. 

Step 2: Set network layout, and antenna array parameters
a)
Give number of BS and UT. 
b)
Give 3D locations of BS and UT, and calculate LOS AOD (ϕLOS,AOD), LOS ZOD (θLOS,ZOD), LOS AOA (ϕLOS,AOA), LOS ZOA (θLOS,ZOA) of each BS and UT in the global coordinate system

c)
Give BS and UT antenna field patterns Frx and Ftx in the global coordinate system and array geometries

d)
Give BS and UT array orientations with respect to the global coordinate system. BS array orientation is defined by three angles ΩBS,α (BS bearing angle), ΩBS,β (BS downtilt angle) and ΩBS,γ (BS slant angle). UT array orientation is defined by three angles ΩUT,α (UT bearing angle), ΩUT,β (UT downtilt angle) and ΩUT,γ (UT slant angle).

e)
Give speed and direction of motion of UT in the global coordinate system for virtual motion. It is FFS whether to support true motion of UT with the moving trajectory.
f)
Give system centre frequency/frequencies and bandwidth(s) for each of BS-UT links

Note: In the case of D2D link BS in this and the following steps denotes another UT.
Step 3: Apply ray-tracing to each pair of link ends (i.e., end-to-end propagation between pair of Tx/Rx arrays or pair of Tx/Rx antenna elements [Note: depending on how large antenna array is supported]). 
a)  Perform geometric calculations in ray-tracing to identify propagation interaction types, including LoS, reflections, diffractions, penetrations and scattering (in case the digitized map contains random small objects), for each propagation path. In general, some maximum orders of different interaction types can be set. 
The theoretical principles and procedures of geometric tracing calculations can be found in [2]~[6][8]. This description does not intend to mandate new concepts and/or procedures to the conventional ray-tracing algorithms; on the other hand, the implementation-based variations aiming to reduce computation complexity are allowed within limits of acceptable calibration tolerances.  
b)  Perform electric field calculations over propagation path, based on identified propagation interaction types (LoS, reflection, diffraction, penetration and scattering).  
The details of electric field calculation can be found in [2]~[9].
The modelling algorithms in geometry and electric field calculations for different propagation interactions are summarized in the table below.

	
	Geometry calculation
	Electric field calculation

	LoS
	Free space LoS
	Friis equation [7]

	Reflection
	Snell’s law with image-based method [3]
	Fresnel equation [3]

	Diffraction
	Fermat’s principle [8]
	UTD  [9]

	Penetration
	Snell’s law for transmission through slab [4]
	Fresnel equation [3]

	Scattering (upon small objects)
	Omni-directional scattering [2]
	RCS-based scattering coefficient [2]


Table 8.4-1 Principles applied in ray-tracing
Note: For reasons of simplicity and simulation speed, the maximum order of reflection on a path without diffraction is configurable from {1,2,3}; the maximum order of diffraction on a path without reflection is configurable from {1,2}; the path containing both reflection and diffraction has 1-order reflection and 1-order diffraction, besides any potential penetrations; and the maximum order of penetration on a path is configurable, with the recommended value equal to 5.  
The outputs from Step 3 should at least contain following for each pair of link ends: 
· the LoS/NLoS flag to indicate whether a LoS propagation mechanism exists; 

· the number of deterministic propagation paths 
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 (also referred as deterministic clusters in Step 8. To avoid the unnecessary computation complexity, these 
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deterministic paths only include those paths whose powers are higher than 25dB below the maximum deterministic path power); 
· for each deterministic path (
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· the flag indicating whether the deterministic path is generated with scattering upon random small objects;
· the normalized path delay 
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 to be the real absolute propagation delay of the path);
· angles of arrival and departure [
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· the power 
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 of the path;  
· the XPR 
[image: image47.wmf]RT

RT

l

k

of the path.
· to support for true motion, i.e. the case when a trajectory is specified for UT, a path ID is associated for each deterministic path. The same ID is associated for a path across a number of UT locations as far as 1) it has same interaction types in the same order and 2) its interactions occur in same walls or other surfaces. 
 The 
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 deterministic paths are sorted by normalized path delay (
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=0 for a pair of link ends, the channel gain for this pair of link ends is assumed to be zero and the remaining steps are skipped with none of random cluster. 
Step 4: Generate large scale parameters e.g. delay spread, angular spreads and Ricean K factor for random clusters. 
The generation of large scale parameters takes into account cross correlation according to Table 7.x-x and uses the procedure described in section 3.3.1 of [16] with the square root matrix
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being generated using the Cholesky decomposition and the following order of the large scale parameter vector: sM = [sK, sDS, sASD, sASA, sZSD, sZSA]T. Limit random RMS azimuth arrival and azimuth departure spread values to 104 degrees, i.e., ASA  = min(ASA ,104(), ASD  = min(ASD ,104(). Limit random RMS zenith arrival and zenith departure spread values to 52 degrees, i.e., ZSA  = min(ZSA ,52(), ZSD  = min(ZSD ,52(). For the parameter selection from Table 7.x-x, the LoS/NLoS condition determined in Step 3 is applied. 
Step 5: Generate delays (denoted as {
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Delays are drawn randomly according to the exponential delay distribution 
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μτ = 
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, where rτ is the delay distribution proportionality factor given in Table 7.x-x. 

Normalise the delays by subtracting the minimum delay and sort the normalised delays to ascending order:
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where D is the additional scaling of delays to compensate for the effect of LOS peak addition to the delay spread, and is depending on the heuristically determined Ricean K-factor [dB] defined in Table 7.x-x:
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For the delay used in cluster power generation in Step 6, the scaling factor D is always 1. 
The n-th random cluster is removed if n=0 or 
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 for any of 1≤lRT≤LRT, where τth is given by 
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is the configurable probability for cluster inter-arrival interval to be less than τth. For example, set 
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Denote 
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 for 1≤n≤LRC  as the delays of the LRC random clusters that remain after the cluster removal.
Step 6: Generate powers (denoted as 
[image: image69.wmf]real

RC

i

P

,

for 1≤i≤LRC) for random clusters.

Cluster powers for the random clusters are calculated assuming a single slope exponential power delay profile. First, the virtual powers (denoted as 
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Denote:
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where i,RC and j,RT  are the per cluster shadowing terms in [dB] and meet distribution of N(0,). Then,
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In the case of LoS condition,  A=KR with KR being the Ricean K-factor obtained in Step 4 and converted to linear scale; otherwise, A=0.  The real power (including effects of pathloss) per random cluster is given by
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for 1≤i≤LRC.
Step 7: Generate arrival angles and departure angles for both azimuth and elevation, for each random cluster.

For azimuth angles of the n-th random cluster: 

The composite PAS in azimuth of all random clusters is modelled as wrapped Gaussian (see Table 7.x-x). The AOAs are determined by applying the inverse Gaussian function (8.5) with input parameters 
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In equation (8.5) the constant C is a scaling factor related to the total number of clusters and is given in Table 8.4-2:

Table 8.4-2: Scaling factors for AOA, AOD generation
	# clusters
	4
	5
	8
	10
	11
	12
	14
	15
	16
	19
	20

	C
	0.779
	0.860
	1.018
	1.090
	1.123
	1.146
	1.190
	1.211
	1.226
	1.273
	1.289


In the LOS case, constant C is dependent also on the Ricean K-factor. Constant C in (8.5) is substituted by CLOS. Additional scaling of the angles is required to compensate for the effect of LOS peak addition to the angle spread. The heuristically determined Ricean K-factor dependent scaling constant is 
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where K [dB] is the Ricean K-factor defined in Table 7.x-x.
Assign positive or negative sign to the angles by multiplying with a random variable Xn with uniform distribution to the discrete set of {1,–1}, and add component 
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where 
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                       (8.8)
The generation of AOD ((n,AOD) follows a procedure similar to AOA as described above.

For zenith angles of the n-th random cluster: 
The generation of ZOA assumes that the composite PAS in the zenith dimension of all random clusters is Laplacian (see Table 7.x-x). The ZOAs are determined by applying the inverse Laplacian function (8.9) with input parameters 
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In equation (8.9) the constant C is a scaling factor related to the total number of clusters and is given in Table 8.4-3:

Table 8.4-3: Scaling factors for ZOA, ZOD generation

	# clusters
	12
	19
	20

	C
	1.104
	1.184
	1.178


In the LOS case, constant C in (8.9) is substituted by CLOS given by:
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where K [dB] is the Ricean K-factor defined in Table 7.x-x.

Assign positive or negative sign to the angles by multiplying with a random variable Xn with uniform distribution to the discrete set of {1,–1}, and add component 
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where 
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The generation of ZOD follows the same procedure as ZOA described above except equation (8.11) is replaced by equation (8.13) 
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where variable Xn is with uniform distribution to the discrete set of {1,–1}, 
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is given in Table 7.3-7 for UMa and Table 7.3-8 for UMi. [Note: Table indices from TR 36.873, revise according to the decision for stochastic-only model. The corresponding table for indoor scenarios also comes from stochastic-only model. ]
Step 8: Merge deterministic clusters and random clusters. 

First, remove any deterministic or random cluster with less than -25 dB power compared to max{
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} for all 1≤j≤LRT and 1≤i≤LRC. Then, simply put the remaining deterministic clusters and random clusters into single set of clusters, and meanwhile maintain an attribute for each cluster to indicate whether the cluster is a deterministic cluster or a random cluster.

[Note: It can be FFS whether this step should take into account the cluster tracking and consequently the continuity in cluster selection process.]  
Step 9: Generate ray angle offsets inside each cluster, where the cluster can be either random or deterministic.
The azimuth angle of arrival (AoA) for the m-th ray in n-th cluster is given by
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(8.14)
where cAoA is the cluster-wise rms azimuth spread of arrival angles (cluster ASA) in Table 7.x-x, and offset angle m is given in Table 8.4-4. 
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 equals to the AOA angle output from Step 3 if n-th cluster is deterministic cluster, and equals to the AOA angle (8.7) in Step 7 if n-th cluster is random cluster.  
Table 8.4-4: Ray offset angles within a cluster, given for 1 rms angle spread
	Ray number m
	Basis vector of offset angles m

	1,2
	± 0.0447

	3,4
	± 0.1413

	5,6
	± 0.2492

	7,8
	± 0.3715

	9,10
	± 0.5129

	11,12
	± 0.6797

	13,14
	± 0.8844

	15,16
	± 1.1481

	17,18
	± 1.5195

	19,20
	± 2.1551


The generation of AOD ((n,m,AOD) follows a procedure similar to AOA as described above.

The zenith angle of arrival (ZoA) for the m-th ray in n-th cluster is given by
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where cZOA is the cluster-wise rms spread of ZOA (cluster ZOA) in Table 7.x-x, and offset angle m is given in Table 8.4-4. Assuming that 
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 equals to the ZOA angle output from Step 3 if n-th cluster is deterministic cluster, and equals to the ZOA angle (8.11) in Step 7 if n-th cluster is random cluster.
The zenith angle of departure (ZoD) for the m-th ray in n-th cluster is given by
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where 
[image: image109.wmf]ZSD
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is the mean of the ZSD log-normal distribution. 
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 equals to the ZOD angle output from Step 3 if n-th cluster is deterministic cluster, and equals to the ZOD angle (8.13) in Step 7 if n-th cluster is random cluster.
[Notes: It remains FFS whether changes in this step are needed to enable spherical wave modeling in the support of very large antenna array. It is also FFS how/whether the cluster angle spreads of deterministic clusters can be determined based on path interaction type and distance from first/last interaction point.] 
Step 10: Coupling of rays within a cluster for both azimuth and elevation

Couple randomly AOD angles (n,m,AOD to AOA angles (n,m,AOA within a cluster n. Couple randomly ZOD angles 
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 with ZOA angles 
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using the same procedure. Couple randomly AOD angles (n,m,AOD with ZOD angles 
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within a cluster n.
Step 11: Generate XPRs

Generate the cross polarization power ratios (XPR) for each ray m of each cluster n. XPR is log-Normal distributed. Draw XPR values as
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where  X ~ N() is Gaussian distributed with given from Table 7.x-x. If n-th cluster is a deterministic cluster, 
[image: image115.wmf]RT

n

k

10

log

10

μ

=

; otherwise, µ is given in Table 7.x-x. 
Step 12: Draw initial random phases

Draw random initial phase 
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 for each ray m of each cluster n and for four different polarisation combinations (θθ, θϕ, ϕθ, ϕϕ). The distribution for initial phases is uniform within (-).

In the LOS case, draw also a random initial phase 
[image: image117.wmf]LOS
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 for both θθ and ϕϕ polarisations.
Step 13: Generate channel coefficients for each cluster n and each receiver and transmitter element pair u, s.

In case of NLoS, the channel coefficients can be calculated as
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where 
[image: image119.wmf]n

P

 refers to the real power for the n-th cluster (either deterministic or random) obtained from Step 8, and 
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is the number of rays or sub-paths in each cluster as given in Table 7.x-x.  Frx,u,θ and Frx,u,ϕ are the receive antenna element u field patterns in the direction of the spherical basis vectors, 
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 is the spherical unit vector with azimuth arrival angle ϕn,m,AOA and elevation arrival angle θn,m,ZOA, given by
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 is the spherical unit vector with azimuth departure angle ϕn,m,AOD and elevation departure angle θn,m,ZOD, given by
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Also, 
[image: image129.wmf]u
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is the location vector of receive antenna element u and 
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is the location vector of transmit antenna element s, n,m is the cross polarisation power ratio in linear scale, and 0 is the wavelength of the carrier frequency. If polarisation is not considered, the 2x2 polarisation matrix can be replaced by the scalar 
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The Doppler frequency component vn,m is calculated from the arrival angles (AOA, ZOA), UT velocity vector 
[image: image132.wmf]v

with speed v, travel azimuth angle ϕv, elevation angle θv and is given by 
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 In case of  LOS, the channel coefficient is calculated in the same way as in (8.18) except for n=1:
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The channel response can be also subject to an additional oxygen absorption loss, OLn(f) for each cluster n at carrier frequency f. OLn(f) is modelled as   
OLn(f) = α(f) · c · 
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where:
· α(f) is the frequency dependent oxygen loss (dB/km) characterized in Table 7.6.1-1;
·  c is speed of light (km/s); and
· 
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 is the delay (s) obtained from Step 3 for deterministic clusters and from Step 5 for random clusters. 
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 is from the output of Step 3. 
In the case where a trajectory is specified for UT, the aforementioned steps can be reused with the following exceptions:

· Cluster parameters determined in previous steps for each UT route point, as well as other geometrical parameters, are linearly interpolated to make the channel dynamic and time continuous. After the interpolation each parameter has time t as an argument, e.g. delay n(t) and power Pn(t).

· Parameters to be interpolated are: cluster power (in linear unit), delay, angles, XPR (in dB unit), K factor (in linear unit), antenna array orientations, UT speed.
· Path tracking for deterministic paths is applied based on path IDs associated in Step 3. A birth/death behavior is implemented by setting linear power ramp up/down slopes (in linear unit) for clusters. Lengths of power ramp up/down slopes are FFS. Each random cluster at each route point has a unique path ID.

· For path lifetimes the coupling of rays within a cluster doesn’t change.
· The random clusters for every position should be regenerated from Step 3 to Step 12.
[Note: D2D and true motion are FFS.]
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