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1. [bookmark: _Ref298777854]Introduction
In this paper, the shortened TTI (sTTI) system level evaluation shown in [1] is complemented with new system-level simulation results obtained by using FTP model 3 with DL-only traffic and UL-only traffic [2]. In addition, simulation results showing the impact of different calculations of the control overhead for sTTI and the impact of different HARQ RTT settings are included.
1. Discussion
The performance evaluation of short TTI is based on FTP downloads over TCP for file sizes between 100kbit and 1MB. There are 210 active users (10 UEs per macro cell) in the system which download several FTP files based on the FTP traffic model 3. With the FTP model 3, a user initiates several consecutive FTP file transfers. The FTP file requests are generated by each user according to a Poisson process whose intensity can be varied to create more traffic load in the system. 
For the evaluation, different TTI lengths are considered: 14 symbols (legacy), 7 symbols and 2 symbols. The FTP object bit rate, download delay and absolute gains are shown for different loads comparing the short TTI techniques to the legacy. The system load is defined based on the resource utilization (RU). The simulator setup is described in the Annex.
In the following, we present simulation results for downlink and uplink traffic of a 100kB file size and 10ms transport network delay. More results for several other file sizes are provided in the Annex. 
Results with downlink traffic
In this section, we first show the impact of the control channel region size on short TTI performance with DL traffic, then the performance of several sTTI length are compared. The last set of results with DL traffic shows the impact of using different algorithms for increasing the congestion window during the slowstart phase.
Static and Dynamic control region for short TTI
Firstly in this section, we present results when using different methods for calculating the fast downlink control information (DCI) overhead for downlink transmissions with short TTIs (fast DCI information can be found in [3][4]).
Two methods are considered: 
· A static fast DCI overhead method which assigns a fixed CCE aggregation level per user (1-CCE and 4-CCEs) for each fast DL and UL DCI.
· A dynamic fast DCI overhead method which assigns the CCE aggregation level per user based on the user SINR (at most 8 CCEs for each fast DL and UL DCI per user). 
As observed in Figure 1, the static case of 4 CCEs aggregation level the performance of 2-symbol long sTTI becomes worse than for the case of a low static overhead (1 CCE) and of the dynamic overhead method. The dynamic overhead method is based on user SINR which is high especially at low and medium loads when the interference is low in the system. Therefore, the CCE aggregation selected is often low, which explains that the performance of sTTI with dynamic overhead curve comes close to the curve with a fixed control region of 1 CCE per scheduled UE. It should also be noted that at these load levels, only one UE is active per cell at a given time. 
Overall Figure 1 shows that assuming a fixed control region for sPDCCH leads to suboptimal sTTI performance especially for very short TTI such as 2symbol TTI. A fixed overhead designed for the worst UEs unnecessarily wastes a high proportion of the available REs in very short TTI, while most UEs only need a low aggregation level at the load range of interest for sTTI. This is also shown in Figure 2 that depicts the median DCI overhead for the different tested cases.
Hence, a dynamic method to adapt the CCE aggregation level per user for the fast DCI transmissions is required for TTI lengths shorter than 7 OFDM symbols.
In all following results, the dynamic control overhead method is used.

1. [bookmark: _Toc446064714][bookmark: _Toc446423424]A fixed large region for the short TTI control channel has a negative impact on the performance of TTI lengths shorter than 7 OFDM symbols
1. Adapting the size of the short TTI control channel region to the scheduled UEs provides substantial performance benefits for TTI lengths shorter than 7 OFDM symbols

Proposal 1 [bookmark: _Ref446423523]Methods to support dynamic adaptation of the short TTI control channel region shall be considered for TTI lengths shorter than 7 OFDM symbols
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[bookmark: _Ref447301716]Figure 1 Static fast DCI overhead and dynamic SINR-based fast DCI overhead: 2 OFDM symbols TTI (left) and 7 OFDM symbols TTI (right)
[image: ]
[bookmark: _Ref447302854]Figure 2 Fast DCI overhead (median over all cells)

Performance with different sTTI lengths
As already described in [1], for small file size transmissions like the 100kB file download, the FTP transfer is completed most of the time during the TCP slow start phase for low system load, i.e. the performance is not limited by the achievable throughput, but by TCP congestion window. Since the congestion window grows exponentially during the slowstart phase based on reception of TCP ACKs, the TCP RTT, i.e. the latency of the system, limits the overall performance. Therefore, as shown in Figure 3, short TTI provides significant gains by reducing the TCP round trip time (RTT). For the 100KB results, the 2 OFDM symbols TTI provides the highest gains compared to the legacy performance. Assuming a 10ms transport network delay, the gain of reducing the radio network delay with 2 OFDM symbols TTI at very low load for the median FTP object bit rate is about 70%. Likewise, 7 OFDM symbols TTI provides gains compared to the legacy, those gains however are lower compared to 2 symbols TTI (about 40% at very low load). 
It should also be observed that the gain of sTTI decreases with increasing load, mainly because the performance of users become more and more throughput-limited with increasing load. Reducing the latency in that case is not helpful and adds more frequently control overhead.
Further information is also presented in Table 1, where it is shown that the 2 OFDM symbols TTI achieves absolute object bit rate gains above 60% for a load of 20% resource utilization and above 30% for a load of 40% resource utilization. On the other hand, the 7 OFDM symbols TTI provides gains around 25% for a load of 20% resource utilization compared to the legacy.

1. The 2 OFDM symbols TTI provides the largest latency reduction considering a dynamic SINR-based fast DCI overhead
1. Short TTI is beneficial mostly at low to medium loads.
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[bookmark: _Ref447302992]Figure 3 Median FTP object bitrate and gains – Downlink Transmissions (100 kB file size)

Table 1 FTP bitrate and latency statistics for different loads and different TTI lengths (100kB file size) – Downlink Transmissions
	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	FTP DL OBR 
CDF
[Mbit/s]
	Mean
	3.9
	4.6
	5.6
	3.8
	3.7
	4.6
	3.3
	2.8
	3.4

	
	95%
	7.8
	8.1
	10.1
	8.0
	7.5
	9.6
	7.4
	6.4
	8.0

	
	50%
	2.9
	3.9
	4.8
	2.9
	3.3
	4.1
	2.6
	2.3
	2.9

	
	5%
	2.2
	2.6
	2.5
	1.7
	1.2
	1.5
	1.1
	0.6
	0.8

	RU (%)
	20.0
	26.8
	19.7
	40.0
	52.9
	39.2
	60.0
	70.2
	53.7

	
	
	
	
	
	
	
	
	
	
	

	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	DL Delay 
CDF
[s]
	Mean
	0.28
	0.22
	0.21
	0.30
	0.34
	0.28
	0.39
	0.51
	0.42

	
	95%
	0.38
	0.33
	0.35
	0.49
	0.75
	0.62
	0.83
	1.35
	1.11

	
	50%
	0.28
	0.21
	0.17
	0.29
	0.26
	0.21
	0.32
	0.38
	0.29

	
	5%
	0.16
	0.14
	0.11
	0.16
	0.14
	0.11
	0.17
	0.16
	0.13

	RU (%)
	20.0
	26.8
	19.7
	40.0
	52.9
	39.2
	60.0
	70.2
	53.7



HARQ RTT and Processing Delay
As described in [5], part of the processing delays involved within the file transmissions are directly related to the TTI length. Therefore, it is expected that these processing times will be reduced significantly with shorter TTI. 
In current LTE, the HARQ RTT is defined as 8 TTIs. This is the assumed value for the results depicted in Figure 3, i.e. assuming the same scaling for the processing delays. However, in order to further analyze the performance and gains of TTI shortening, different HARQ RTT are also considered within this system evaluation. The different HARQ RTT represent different processing delays in the eNB and the UE, as described in Table 2. 
As depicted in Figure 4, the HARQ RTT has a non-negligible impact on the performance of short TTI. With increasing HARQ RRT, the gains are smaller. However, even with a HARQ RTT of 22 TTIs the 2 OFDM symbols TTI provides object bit rate gains above 40% for low load.

1. The processing delay has a non-negligible impact on the gains of TTI shortening, the higher the processing delay, the lower the gain.
1. 2 OFDM symbols TTI provides still significant gains while considering longer processing delays.

Aim to reduce the processing time with the same factor as the TTI length is reduced.
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Figure 4 Median FTP object bitrate and gains for varied HARQ RTT – Downlink Transmissions (100 kB file size)

Table 2	HARQ RTT – Processing Delay
	 TTI Length
	HARQ RTT [No. of TTIs]
	Processing Delay [ms]

	14 symbols (Legacy)
	8
	3

	7 symbols
	14
	3

	7 symbols
	8
	1.5

	2 symbols
	22
	1.43

	2 symbols
	12
	0.71

	2 symbols
	8
	0.43




Sensitivity analysis of sTTI gains to the TCP congestion window increase algorithm during slowstart
During the slowstart phase, the congestion window size is increased after reception of each ACK. The extent of the increase however is left to implementation. Different methods are possible, as also discussed in [6]. To determine how sensitive the gain of short TTI are to the method simulated, sTTI results obtained with three different congestion window increase methods are compared in this section. The three methods considered here are: 
· According to RFC 2581, the congestion window is increased as cwnd += SMSS
· According to RFC 5681, the congestion window is increased as cwnd += min (N, SMSS) 
· According to RFC 3465, the congestion window is increased as cwnd += min (N, 2*SMSS),
where SMSS refers to the Sender maximum Segment Size and N is the number of acknowledged bytes.
Figure 5 shows on the left the method according to RFC 2581, while methods RFC 5681and RFC 3465 are shown on the right. Comparing the curves for RFC 2581 and RFC 5681, a limited performance difference can be observed between those two methods in this scenario. This means that in most cases the number of acknowledge bytes, N, is actually close to or larger than SMSS. However, if larger congestion window increase than SMSS is allowed like in RFC 3465, a better performance can be achieved due to smaller portion of the file download spent in the slowstart phase (see dashed line in the right part of Figure 5). In all variants of the congestion window increase, large gains are observed with shorter TTI of 2 or 7 symbols long. 
1. The sTTI gains are not sensitive to the method used for increasing the congestion window during the slowstart phase
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[bookmark: _Ref447304163]Figure 5	 Median FTP Object Bitrate with a congestion window increase during slowstart according to RFC 2581 on the left and according to RFC5681 or RFC3465 on the right – Downlink Transmissions

Results with uplink traffic
In this section, we present simulation results for uplink traffic of a 100kB file size and with 10ms transport network delay.
As described in [7] [8], for DMRS overhead reduction, it can be expected that the same UE may be scheduled on consecutive sTTI per subframe. Therefore, the DMRS transmission might not be needed in every sTTI, but only when it is required, e.g. if the UE has not been recently scheduled.
Hence, we present in this section the short TTI results for UL transmissions considering a dynamic insertion of the DMRS. We consider a DMRS insertion based on different DMRS periodicities: DMRS transmission on every sTTI, every second sTTI and every fourth sTTI.

The results obtained with the FTP model 3 for UL transmissions are depicted in Figure 6 . As can be observed, both 2 symbol TTI and 7 symbol TTI provide large gain at very low load (more than 80%). However, the UL performance with 2 symbol TTI drops quickly assuming a DMRS in each sTTI due to the high DMRS overhead. If dynamic DMRS insertion is considered with a periodicity of 2 sTTI or 4 sTTI, Figure 6 shows that the performance of 2-symbol TTI is improved significantly and outperforms 7 symbol TTI for all considered load points.

1. High gain can be observed with short TTI in UL at low load
1. Dynamic DMRS insertion improves the performance of 2-symbol TTI at medium to high load

Proposal 2 Support dynamic insertion of DMRS in short UL TTI

[bookmark: _Ref447305100][image: ]
Figure 6 Median UL FTP object bitrate and gains

1. Summary
In this contribution we provided simulation results of FTP download with different file sizes and transport network delays. The above discussion is summarized with the following observations and proposals:

1. A fixed large region for the short TTI control channel has a negative impact on the performance of TTI lengths shorter than 7 OFDM symbols
1. Adapting the size of the short TTI control channel region to the scheduled UEs provides substantial performance benefits for TTI lengths shorter than 7 OFDM symbols
1. The 2 OFDM symbols TTI provides the largest latency reduction considering a dynamic SINR-based fast DCI overhead
1. Short TTI is beneficial mostly at low to medium loads.
1. The processing delay has a non-negligible impact on the gains of TTI shortening, the higher the processing delay, the lower the gain.
1. 2 OFDM symbols TTI provides still significant gains while considering longer processing delays.
1. The sTTI gains are not sensitive to the method used for increasing the congestion window during the slowstart phase
1. High gain can be observed with short TTI in UL at low load
1. Dynamic DMRS insertion improves the performance of 2-symbol TTI at medium to high load

1. Methods to support dynamic adaptation of the short TTI control channel region shall be considered for TTI lengths shorter than 7 OFDM symbols
1. Aim to reduce the processing time with the same factor as the TTI length is reduced.
1. Support dynamic insertion of DMRS in short UL TTI

References
[bookmark: _Ref447272509]R1-16167, System level evaluation results for TTI shortening techniques, RAN1#84, February 2016
[bookmark: _Ref442269031]R1-157806, WF on evaluation methodology for latency reduction, Ericsson et al., RAN1#83, November 2015 
[bookmark: _Ref447301638]R1-163322, Downlink control signaling design for short TTI, Ericsson, RAN1#84bis, April 2016.
[bookmark: _Ref447301639]R1-163323, Definition of DCI bit fields for short TTI, Ericsson, RAN1#84bis, April 2016.
[bookmark: _Ref447304621]R1-160930, Processing time reduction in DL, Ericsson, RAN1#84, February 2016.
[bookmark: _Ref447304649]R1-161350, TCP behavior and latency reduction, MediaTek Inc., RAN1#84, February 2016
[bookmark: _Ref447304703]R1-163320, Physical layer aspects for PUSCH for short TTI, Ericsson, RAN1#84bis, April 2016.
[bookmark: _Ref447304704]R1-163316, Link evaluation for PUSCH for short TTI, Ericsson, RAN1#84bis, April 2016.
Annex
Simulator setup
TBS selection
Based on the current TBS tables for UL and DL [3] the TBS for short TTI is found from the number of data symbols (REs), with the assumption of 144 REs / subband in the current tables, in a procedure described in [4] and [5]. The REs for CRS, DMRS, and SRS have been subtracted from the final number. The number of subbands in the current table with the closest number of data symbols is used to scale the TBS entries into the used number of data symbols, taking CRC into account and rounding off to closest octet.
Scenario parameters

	Parameter
	Value

	Number of sites, sectors per site
	7, 3

	Inter-site distance
	500m

	UE dropping
	Random uniform, 80% indoor

	UE speed
	0 (no mobility)

	UE Multipath speed
	3 km/h 

	Frequency, duplex
	2 GHz, FDD

	Bandwidth
	10 MHz

	TX power
	46 dBm (eNB), 0.25 dBm (UE)

	Antenna heights
	25m (eNB), 1.5m (UE)

	N TX antennas x M RX antennas
	2x2 (eNB), 1x2 (UE)

	Transmission mode, MIMO
	TM4, 2x2 (DL), 1x2 (UL)

	Antenna pattern
	3GPP TR36.819

	Noise figure
	5dB (eNB), 9dB (UE)

	FTP download file size
	100Kbits, 100kB, 500KB, 1MB

	FTP model
	3

	Fast Fading Model
	ITU Uma TR36.819

	Pathloss Model
	ITU Uma TR36.814

	TCP Configuration
	Slow Start: Exponential default
Congestion Avoidance: Reno
Initial Window Size: 3
Slow Start Restart: 1s
TCP congestion window increase during slowstart: according to RFC2581, unless otherwise mentioned



System parameters
	Parameter
	Value

	Number of PDCCH symbols
	2

	CQI report delay
	6ms

	Link adaptation
	According to TBS selection from Section 2.1.1;
Outer-loop correction (Target BLER 10%)

	Core, transport, and internet delay
	0ms, 10ms

	RLC AM max ReTX threshold
	32

	Scheduler algorithm
	Proportional fair

	UL access
	SR-based

	UL retransmissions
	Non-adaptive




	Parameter
	14 symbols TTI
	7 symbols TTI
	2 symbols TTI

	SRS period
	10ms / 10 TTI
	10ms / 20 TTI
	10ms / 70 TTI

	CQI period
	5ms / 5 TTI
	5ms / 10 TTI
	5ms / 35 TTI

	SR period
	1ms / 1 TTI
	0.5ms / 1 TTI
	1/7ms / 1 TTI

	sPDCCH size
	0
	dynamic
	dynamic

	PUCCH TTI
	14 symbols
	7 symbols
	2 symbols

	PUCCH allocation
	1 PRB
	5 PRB
	5 PRB

	UL DMRS symbols
	2
	1
	1

	TBS selection
	PRB based
	RE based
	RE based

	UL grant to data delay
	4ms / 4 TTI
	2ms / 4 TTI
	4/7ms / 4 TTI

	SR to UL grant delay
	4ms / 4 TTI
	2ms / 4 TTI
	4/7ms / 4 TTI

	UL HARQ delay
	4ms / 4 TTI
	2ms / 4 TTI
	4/7ms / 4 TTI

	DL HARQ delay
	4ms / 4 TTI
	2ms / 4 TTI
	4/7ms / 4 TTI

	DL HARQ to reTx delay
	4ms / 4 TTI
	2ms / 4 TTI
	4/7ms / 4 TTI

	Number of STTI bands in UL/DL
	No limit
	4
	4

	DL sTTI band minimum size
	1 PRB
	12 PRB
	12 PRB

	UL sTTI band minimum size
	1 PRB
	10 PRB
	10 PRB



Further results: Downlink Transmissions (10ms transport network delay)

FTP Transfer: 1 MB file size
	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	FTP DL OBR 
CDF
[Mbit/s]
	Mean
	10.4
	10.9
	10.2
	8.2
	8.2
	8.1
	5.8
	5.5
	5.8

	
	95%
	14.4
	17.6
	20.0
	13.1
	15.3
	17.2
	11.7
	12.9
	14.3

	
	50%
	10.4
	11.0
	10.2
	7.8
	7.8
	7.5
	5.1
	4.5
	4.7

	
	5%
	5.2
	3.8
	2.7
	3.4
	2.5
	1.9
	1.6
	1.2
	1.1

	RU (%)
	21.0
	25.9
	24.5
	40.0
	45.5
	37.6
	60.0
	66.1
	51.5

	
	
	
	
	
	
	
	
	
	
	

	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	DL Delay 
CDF
[s]
	Mean
	0.95
	1.02
	1.43
	1.80
	2.20
	2.39
	2.69
	3.43
	3.41

	
	95%
	1.84
	2.34
	3.38
	4.47
	5.94
	6.44
	7.25
	9.74
	9.67

	
	50%
	0.79
	0.77
	0.98
	1.39
	1.64
	1.65
	2.02
	2.55
	2.36

	
	5%
	0.56
	0.46
	0.40
	0.63
	0.55
	0.49
	0.71
	0.65
	0.59

	RU (%)
	21.0
	25.9
	24.5
	40.0
	45.5
	37.6
	60.0
	66.1
	51.5




FTP Transfer: 500 kB file size

	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	FTP DL OBR 
CDF
[Mbit/s]
	Mean
	7.4
	8.6
	10.2
	6.0
	6.5
	7.8
	4.5
	4.6
	5.4

	
	95%
	10.2
	11.9
	15.6
	9.3
	10.7
	13.7
	8.5
	9.5
	11.5

	
	50%
	7.3
	8.6
	10.4
	5.7
	6.2
	7.5
	4.0
	3.9
	4.7

	
	5%
	4.3
	4.0
	3.3
	2.9
	2.5
	2.2
	1.7
	1.5
	1.3

	RU (%)
	20.0
	24.8
	19.4
	40.0
	44.3
	35.4
	60.0
	62.9
	51.5

	
	
	
	
	
	
	
	
	
	
	

	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	DL Delay 
CDF
[s]
	Mean
	0.63
	0.59
	0.58
	1.23
	1.37
	1.31
	1.89
	2.22
	2.10

	
	95%
	1.04
	1.14
	1.31
	2.91
	3.26
	3.41
	4.93
	5.52
	5.66

	
	50%
	0.55
	0.48
	0.40
	0.97
	1.08
	0.94
	1.43
	1.73
	1.54

	
	5%
	0.44
	0.34
	0.26
	0.48
	0.40
	0.32
	0.51
	0.45
	0.38

	RU (%)
	20.0
	24.8
	19.4
	40.0
	44.3
	35.4
	60.0
	62.9
	51.5




FTP Transfer: 100 kbit file size

	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	FTP DL OBR 
CDF
[Mbit/s]
	Mean
	1.6
	1.9
	2.3
	1.4
	1.5
	1.9
	1.2
	1.2
	1.6

	
	95%
	2.7
	3.1
	3.7
	2.4
	2.7
	3.4
	2.3
	2.6
	3.1

	
	50%
	1.5
	1.8
	2.2
	1.2
	1.4
	1.9
	1.0
	1.1
	1.6

	
	5%
	0.7
	1.0
	1.0
	0.6
	0.5
	0.6
	0.5
	0.3
	0.4

	RU (%)
	20.0
	35.6
	23.7
	40.0
	62.3
	41.5
	53.0
	73.4
	49.5

	
	
	
	
	
	
	
	
	
	
	

	Performance Indicator
	Low load
	Medium load
	High load

	
	14s
	7s
	2s
	14s
	7s
	2s
	14s
	7s
	2s

	DL Delay 
CDF
[s]
	Mean
	0.09
	0.07
	0.08
	0.11
	0.11
	0.10
	0.13
	0.15
	0.12

	
	95%
	0.15
	0.11
	0.11
	0.17
	0.23
	0.19
	0.20
	0.40
	0.30

	
	50%
	0.09
	0.07
	0.05
	0.10
	0.08
	0.06
	0.11
	0.10
	0.07

	
	5%
	0.06
	0.05
	0.04
	0.06
	0.05
	0.04
	0.07
	0.05
	0.04

	RU (%)
	20.0
	35.6
	23.7
	40.0
	62.3
	41.5
	53.0
	73.4
	49.5
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