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1 Introduction
RAN1#84 made the following agreement regarding multi-cluster PUSCH transmissions:
At least RB-level multi-cluster transmission (>2) is supported for eLAA PUSCH
In this document we express our preferences for the detailed mothod of signalling and processing multi-cluster PUSCH transmissions.
2 Discussion

Scheduling of more than 2 clusters
For a licensed carrier, the scheduling of 2 clusters is supported without any constraint regarding self-scheduling or cross-carrier scheduling. During the LAA study item and the Release 13 discussion, one discussion item regarded the necessity or benefit of supporting cross-carrier scheduling. One major motivation to support cross-carrier scheduling that had been identified is the case of scheduling an unlicensed PUSCH transmission from a licensed carrier.

In our view, a licensed carrier should be able to assign uplink transmissions on an unlicensed carrier using any UL resource allocation type, i.e. it should not be restricted to a certain number of clusters. Depending on the future decision about the DCI design, particularly about the RBA field, we can envision that the DCI size for more than 2 cluster allocations is bigger than DCI format 4, and therefore would not fit into DCI format 0 either. Therefore we would need to consider blind decoding aspects at the UE that might impose some retsrictions on the concurrent scheduling capability of 1, 2, and >2 clusters. Our current thinking is that there could be a semi-static configuration whether either DCI format 4 or a new DCI format supporting >2 clusters should be detected by a UE. From the grant transmission and UE processing capability, more than 2 cluster scheduling should be supported by self-scheduling as well as by cross-carrier scheduling.

Observation 1: Scheduling more than 2 clusters likely requires a relatively large RBA field, so that it may be impossible to schedule more than 2 clusters by DCI format 0 or DCI format 4.

Proposal 1: Scheduling more than 2 clusters is supported by self-scheduling as well as by cross-carrier scheduling

Proposal 2: Potential restrictions on blind decoding single cluster, 2-cluster, and more than 2 clusters should be configurable semi-statically

Multi-cluster scheduling granularity

According to the agreement of RAN1#84, an RB-level transmission would be supported for scheduling more than 2 clusters. However, we think there is no need to allow an RB granularity at least as far as the number of assigned RBs is affected, regardless of whether Block IFDMA is adopted or not. Already the 2 cluster case using UL resource allocation type 1 supports only an RBG granularity. In addition, UL transmissions on an unlicensed carrier are mainly attractive for relatively large resource assignments due to regulation and opportunistic access characteristics. Therefore we think that for >2 cluster transmissions an even coarser granularity than for the two-cluster transmission is useful. This will help to keep the DCI for the new resource allocation type restricted in size, which is particularly important for cross-carrier scheduling to keep the resource burden on the scheduling licensed carrier within reasonable bounds. One straightforward approach would be to define an RBG size that is a function of the number of clusters. For example, a simple approach could be the following design:
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According to this design, a coexistence of 2 cluster and more than 2 cluster assignments is easily possible, if necessary. Effectively, there would be 13 RBG units in a 20 MHz cell from which more than 2 clusters can be assigned. Depending on the detailed design, it would not be strictly necessary to have an RBG defined as consecutive PRBs, instead the VRB approach could be utilised for this purpose.
Proposal 3: For more than 2 clusters, the number of assigned resources can be less granular compared to the two cluster RBG granularity. One potential extension is to have an increased RBG size for more than 2 clusters.

Proposal 4: For more than 2 clusters, we can consider defining an RBG rather in the VRB domain, so that an RBG is not representing adjacent PRBs.

3 Summary
Observation 1: Scheduling more than 2 clusters likely requires a relatively large RBA field, so that it may be impossible to schedule more than 2 clusters by DCI format 0 or DCI format 4.

Proposal 1: Scheduling more than 2 clusters is supported by self-scheduling as well as by cross-carrier scheduling

Proposal 2: Potential restrictions on blind decoding single cluster, 2-cluster, and more than 2 clusters should be configurable semi-statically

Proposal 3: For more than 2 clusters, the number of assigned resources can be less granular compared to the two cluster RBG granularity. One potential extension is to have an increased RBG size for more than 2 clusters.

Proposal 4: For more than 2 clusters, we can consider defining an RBG rather in the VRB domain, so that an RBG is not representing adjacent PRBs.

5
1
3GPP


_1520853559.unknown

