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1   Introduction
TTI shortening has been identified as one of the areas of study as part of the latency reduction SI and RAN1 has been tasked to study the following
· Assess specification impact and study feasibility and performance of TTI lengths between 0.5ms and one OFDM symbol, taking into account impact on reference signals and physical layer control signaling 

· backwards compatibility shall be preserved (thus allowing normal operation of pre-Rel 13 UEs on the same carrier).
In section 2.1 of the document, we discuss multiplexing approaches between legacy UEs and sTTI UEs, and provide simulation results comparing relative performance of both approaches. In section 2.2, we discuss high level design options for DL TTI shortening.
2   Discussion

2.1 Multiplexing Legacy TTI and sTTI 
As indicated by the SID, it should be possible to support sTTI and legacy TTI on the same carrier. While using FDM (i.e., using different RB-pairs) is the most straightforward approach for multiplexing sTTI and legacy TTI transmissions, FDM can lead to inefficient resource usage and/or increased latency. Figure 2 shows an example. 
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Figure 1 -  Options for multiplexing legacy TTI and sTTI transmissions
As shown in Figure 1, the expectation for scheduling a payload with tight latency constraints (low latency data) is that data arriving during a particular subframe should be transmitted with minimal delay usually in the same subframe. However, legacy TTI based transmissions for a particular subframe are typically prepared in advance (e.g. a few subframes before as described in [2]). Given this, dynamic reallocation of RBs of legacy TTI to accommodate sTTI transmission is typically not possible. One option (Option 1) is to semi-statically set aside a certain number of RBs for sTTI transmission. However, setting aside too many RBs would negatively impact system efficiency and the efficiency of legacy TTI transmissions. On the other hand, setting aside too few RBs increases latency since the LL data payload would spill over into multiple sTTIs. Therefore, semi-static partitioning of sTTI resources may not be a suitable option, unless both transmission pattern and transmission activity of LL data transmissions is known in advance. Another option (Option 2) is to let legacy TTI and sTTI transmissions occur in the same subframe without any prior RB level partitioning. This option provides full flexibility for sTTI transmission in each subframe. However, if the subframe contains legacy TTI transmission, LL data has to be transmitted by puncturing legacy TTI transmission (if/when possible, superposition may be used instead of puncturing). The effect of puncturing depends on the frequency of LL data transmissions and can be compensated by using a slightly more conservative MCS up-front or by using HARQ retransmissions whenever needed. It is expected that if the average transmission activity for LL data is suitably low, Option 2 can potentially be better than Option 1 for both legacy TTI and sTTI transmissions. In section 2.1.1, we provide evaluation results comparing option 1 (FDM) and option 2 (Puncturing). 
2.1.1 Evaluation of Multiplexing Options
FDM and Puncturing based multiplexing approaches were evaluated using the approach described below (Annex A provides additional details).

· Initially, the system is loaded with only legacy users (FTP1 type traffic, 0.5MB packet size, 1ms TTI size). The arrival rate for legacy users is set for medium system loading (~45% RU)

· sTTI users are gradually introduced into the system (FTP1 type traffic, 0.1MB packet size, ~140us TTI size). The arrival rate for sTTI users is varied such that a range of overall system load levels are simulated (~50% to ~80%RU). 

· Packet latency for legacy users and sTTI users is captured for different sTTI arrival rate values (i.e., different system load levels)

· Two types of multiplexing approaches between sTTI and legacy users are studied

· FDM

· Legacy UE packets are scheduled only in a fraction of total RBs (75% and 50% of system bandwidth simulated). 

· If a legacy UE transmission is ongoing when a packet for a sTTI UE arrives, the sTTI UE packet is scheduled in remaining fraction of RBs. If legacy UE transmission is not ongoing, the sTTI UE packet is scheduled using full bandwidth.

· Puncturing

· sTTI UE packets are scheduled using full bandwidth irrespective of any ongoing legacy UE transmissions.
· Legacy UE packets are also scheduled using full bandwidth. If at least one sTTI UE packet transmission occurs (via puncturing) during an ongoing legacy UE transmission, the legacy UE transmission is assumed to be lost
 for the entire subframe, and is retransmitted again.
· For simplicity, TDM scheduling is assumed between various legacy UE packets. Similarly, TDM scheduling is assumed between sTTI. i.e., at any given time within a subframe a maximum of 1 legacy UE + 1sTTI UE share the available resources.. 

· Packet transmission time for each user is derived based on the spectral efficiency of the user and number of available RBs. The SNR of each user is chosen from a SNR distribution obtained from prior system simulations for small cell scenario 2a 
Figure 2 compares median packet latency between FDM based multiplexing approach (FDM75 - 75% pre-allocated legacy RBs – blue; FDM50 - 50% pre-allocated legacy RBs – red) and Puncturing based approach (green). Figure 3 and Figure 4 show the corresponding comparison for 5%le packet latency and 95%le packet latency respectively.  
The following observations can be made from the results.

· For sTTI UEs

· Puncturing based approach provides the best packet latency since the UEs always get to use the full bandwidth.
· For legacy UEs,

· For FDM50 - puncturing based approach provides better latency than FDM for all load levels.

· For FDM75 - puncturing based approach provides better latency than FDM up to a point (~10 sTTI users/s arrival rate, which corresponds to overall measured RU of ~67%) , after which FDM based approach is better. However, the trade-off is that packet latency for sTTI UEs is much worse given the relatively fewer allocated RBs.
· Overall, the results illustrate that the benefit of FDM approach is that it provides predictable (albeit worse in many cases) performance for legacy UEs while decreasing the latency reduction potential for sTTI UEs. Alternately, puncturing based approach gives better performance for both legacy and sTTI UEs provided the system loading is not very high.
Based on the above observations, we propose that both FDM and puncturing based approaches should be supported for multiplexing sTTI and legacy UEs.
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Figure 2- FDM vs. Puncturing comparison (median latency)
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Figure 3- FDM vs. Puncturing comparison (5%le latency)
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Figure 3- FDM vs. Puncturing comparison (95%le latency).

2.2 Configuration of TTI Shortening 
We expect shortened TTI (sTTI) reception to be supported for only RRC_CONNECTED UEs and enabled via higher layer signalling. sTTI reception can be based on the following high level design attributes

· TTI size

· In addition to receiving regular 1ms TTI transmissions, UEs can be configured to receive up to 2 additional sTTI lengths. 

· One of the additional TTI lengths can be 0.5ms TTI. 

· The other TTI length can be a smaller value such as 1 or 2 OFDM symbols. 

· Reference symbol provisioning

· For 0.5ms TTI, PDSCH reception can be based on both CRS and DMRS-like pilots. 

· For the 1 (or 2) OFDM symbol TTI, at least CRS based PDSCH reception should be supported and feasibility of DMRS-like pilot based reception should be studied further considering overhead and channel estimation accuracy.

· Control signalling

· For 0.5ms TTI, both PDCCH and EPDCCH-like control signalling can be supported. 

· For the 1 (or 2) OFDM symbol TTI, since payload sizes will be small, options for reducing control signalling overhead should be studied further.

3 Conclusions

In this document, we studied FDM and puncturing based approaches for multiplexing between sTTI UEs and legacy UEs, and performed preliminary evaluations to compare relative performance. We observe the following based on the evaluations
· For sTTI UEs

· Puncturing based approach provides the best packet latency since the UEs always get to use the full bandwidth.

· For legacy UEs,

· Puncturing based approach provides better latency than FDM up to a point (for the evaluations in this document, up to ~10 sTTI users/s arrival rate, which corresponds to overall measured RU of ~67%) , after which FDM based approach is better. However, the trade-off is that packet latency for sTTI UEs is worse given the relatively fewer allocated RBs.

· Overall, the results illustrate that the benefit of FDM approach is that it provides predictable (albeit worse in many cases) performance for legacy UEs while decreasing the latency reduction potential for sTTI UEs. Alternately, puncturing based approach allows better performance for both legacy and sTTI UEs provided the system loading is not very high.

Based on the observations, we propose that both FDM and puncturing based approaches should be supported for multiplexing sTTI and legacy UEs.
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5 Annex A (Additional Simulation Details)
Additional simulation assumptions are listed in Table A-1 below. 
Transmission rate of each user is generated from a SNR distribution obtained from prior system simulations for small cell scenario 2a. Evaluation assumptions for the prior system simulation are described in [1].
Table A-1 – Additional simulation assumptions
	Parameter
	Assumption/Value

	System bandwidth 
	10MHz

	TTI length
	14symbols for legacy UEs, 2 symbols for sTTI UEs

	Number of UEs
	User arrival varied according to load (FTP1)

Legacy user arrival rate is fixed to 4 pkts/sec which corresponds to ~44% RU

	Traffic Model
	FTP Model 1 (0.5MB pkt size for legacy UEs, 0.1 MB pkt size for reduced latency UEs)



	Duration of simulation
	2000 sec


Table A-2 shows the observed overall RU for various sTTI arrival UE rates. As mentioned above, overall RU without any sTTI UEs is ~44%.
Table A-2 – sTTI UE arrival rate vs. overall RU (%)
	sTTI UE arrival rate (UEs/sec)
	Approximate Overall RU (%)

	1
	47%

	2.5
	50%

	5
	55%

	7.5
	61%

	10
	66%

	12.5
	72%

	15
	78%






















































































































































































































































































































































































� It should be noted that this is a fairly pessimistic assumption for the puncturing scheme, since in practice, whether a retransmission is required or not for legacy packet depends on the MCS level of the legacy UE and the amount of puncturing by sTTI UE.
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