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1. Introduction 
A new Study Item “Study on new radio access technology” [1] was approved in March 2016, in order to develop a new RAT which supports a broad range of use cases including enhanced mobile broadband, massive MTC, and operates in frequency ranges up to 100 GHz. The study item prioritizes gaining a common understanding on required radio protocol structure and architecture, in order to design a forward compatible RAT with a single technical framework addressing various use cases and deployment scenarios. One of the focus areas for making progress is investigation of Channel coding scheme(s). 
In this contribution, we discuss some potential factors/requirements that would be of interest when considering the channel coding schemes for the new radio interface. The contribution also provides some high-level overview of new candidate channel coding schemes. 

2. Channel coding in the new RAT 
Turbo codes were unveiled in 1993 and they were quickly adopted into the UMTS standard Rel-99 based on their excellent performance relative to convolutional codes. Later on, for Rel-8, 3GPP RAN1 studied various channel coding schemes (including LDPC), and in the end, selected turbo code with QPP interleaver. QPP interleaver facilitates efficient high throughput turbo decoding via parallelization of the MAP decoder. The LTE design also supports incremental redundancy HARQ and enables efficient and fast pipelined decoding via frequency-first mapping of code blocks (at least for downlink). With subsequent releases and introduction of advanced features such as carrier aggregation, multi-layer MIMO, 256-QAM, etc, newer UE categories were defined with increased peak data rates (e.g. 1 Gbps and higher, etc) which the LTE turbo code is still able to support. 

For the new radio interface, there is an opportunity to take a fresh look at channel coding, considering the potential use cases could be more diverse than mobile broadband. Even for mobile broadband, the target data rates could be an order of magnitude higher than LTE (up to 20 Gbps) with even tighter latency constraints (~4 ms air interface latency) [2]. At the same time, new promising coding schemes such as Polar codes have been developed in the recent decade, while industry has also gained deeper understanding of the existing coding schemes such as LDPC which has been adopted into WiFi implementations (e.g. 802.11n/11ac, etc). 

The channel coding scheme for new radio interface should facilitate at least the following:

· Efficient support of very high data rate implementations at reasonable complexity and power consumption
· Low decoding latency to support tight user plane latency envisioned for new radio interface
· Flexible block size, MCS, and HARQ support, including support of Incremental redundancy 

· Same or enhanced performance relative to existing coding schemes (e.g. turbo code) 

It is noted that any channel coding scheme(s) for new radio interface should be able to significantly outperform LTE channel code in terms of performance and/or complexity.  

3. Discussion on new coding schemes
This section presents overview of LDPC and Polar codes which could be two new candidates for new radio interface. 

3.1. LDPC codes

LDPC codes have been successfully incorporated into some standards including WiFi (802.11n/11ac), 802.3an, as well as hard-disk industry. RAN1 considered LDPC for LTE [3]. LDPC code construction provides large degrees of freedom, allowing matrix design to be tailored based on requirements, e.g. taking into account throughput/latency/performance trade-offs. Structured LDPC codes based on submatrices (formed from shifted Identity matrices and all zero-matrix) lend themselves to very high throughput/low latency implementations based on vectorised operations (check node update and variable node update), and use of layered belief propagation decoding with Min-Sum algorithm with a correction factor based on offset or scaling [3]. 

Table 1 shows comparison of HW implementations of LTE turbo code and 802.11n LDPC code for very high data rates [4][5]. The last column shows throughput to area ratio. It can be seen that the LDPC has an area advantage compared to turbo code, which translates to roughly 4x. This number is consistent with past study in RAN1 [2], where it was observed that LDPC codes require less operations count (e.g. 30% at high code rate) than existing turbo codes for same performance, and that LDPC decoders can offer at least 2x improvement in throughput compared to the 3GPP TC decoders. 

Table 1. Comparison of LTE turbo code and 802.11n decoder implementations.

	Code
	Data rate
	Area
	Throughput/Area

	LTE turbo code ([4])
	1.67 Gbps
	2.004 mm2 @45nm
	0.81

	802.11n LDPC code ([5])
	3 Gbps
	      0.81 mm2 @45nm
	     3.70


LDPC can support flexible block sizes through support of suitable submatrix sizes. For example, the WiFi LDPC code supports only three submatrix sizes (z = 81,54, and 27) leading to a limited set of information/codeword block sizes, However, a larger set of submatrix sizes (e.g. z = 3,6,9..81) can be chosen to support a finer set of information block sizes. Additionally, similar to LTE, shortening/zero-padding can be applied for added flexibility. With respect to flexible MCS and HARQ support, rate-compatible LDPC codes can be designed to support flexible code rates based on puncturing or parity-check matrix extension [6]. LDPC codes can also offer additional benefits, e.g., CRC attachment may not be necessary as the party-check criterion can be used for early stop of decoding, channel interleaver (e.g. analogous to subblock interleaving used for forming circular buffer in turbo code) may not be strictly required as the LDPC encoding structure based on submatrices can provide built-in interleaving.  

In summary, it is observed that LDPC code can be a suitable candidate for new radio interface and it can be further investigated. 
3.2. Polar Codes

Polar codes were proposed in 2008 as a coding scheme that can achieve symmetric capacity of binary-input memoryless channels [7]. They are linear codes that can support low-complexity encoding/decoding, including systematic encoding. The underlying principle of Polar codes is the concept of channel polarization which transforms mediocre channels to channels that are either noiseless or useless –the noiseless channels are then used to transmit useful information and no information is transmitted on the useless channels (or frozen). The concept of polarization (explained in [8]) has been applied to a variety of other areas, including source coding, etc. 

A simple example of Polar code (8,4) is shown in Figure 1. It illustrates how Polar codes can be constructed using a recursive structure based on XOR operation, somewhat analogous to FFT. The right hand side shows the codeword of length 8 (y0-y7), and the left hand side shows the input part where there are eight positions – the key to designing good Polar codes is to identify which input positions are good (and can carry the  information), and which input positions are not useful (i.e. can be frozen). For instance, the figure shows four input positions which can be frozen (i.e. is fixed to binary value 0 in encoding), and the four positions corresponding to the information bits (u0-u3). For larger block sizes, the exercise of identifying frozen bits becomes an important factor in the design of Polar codes. While the example shows non-systematic encoding, systematic Polar encoding can also be supported. 
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Figure 1. An (8,4) Polar code example. 
The original decoding algorithm proposed for Polar codes was based on successive cancellation (SC) [7], but it can suffer from performance degradation at small to medium block lengths. However, enhanced decoding techniques have been developed e.g. list decoding based successive cancellation algorithm shows excellent performance at the cost of increased decoding complexity [9], and lower throughput relative to SC decoder. In list decoding, the decoder maintains multiple decoding paths (up to a certain maximum list size e.g. by pruning) and at the end of decoding, one decoding path is selected (e.g. based on CRC check) as the output of the decoder. Polar code decoders can potentially support very high data rates and low latency, though the actual values would depend on the detailed design e.g. fast list decoding implementations are proposed in [10], and belief propagation based Polar code decoders demonstrating multi-Gbps throughput were shown in [11]. 

Another attractive feature of Polar codes is that they can provide improved performance (assuming list decoding) over existing codes (e.g. as shown in [9]), including at very short block sizes as well as providing good error floor performance. The recursive code construction allows sufficient flexibility in block size support, supported code rates and similar to LTE, shortening/zero-padding can be applied for added flexibility. With respect to flexible MCS and HARQ support, similar to turbo/LDPC, rate-compatible Polar codes are feasible though investigation would be required for further assessment. 

In summary, it is observed that Polar codes can be a suitable candidate for new radio interface and they can be further investigated.

4. Conclusion

We discuss some potential factors/requirements that would be of interest when considering channel coding schemes for the new radio interface. The contribution also provides some high-level overview of new candidate channel coding schemes, including LDPC codes and Polar codes. New channel coding schemes can be considered for new radio interface and key factors to consider include efficient support of very high data rate implementations with reasonable implementation complexity and power consumption, low-latency decoding, and flexible support of block sizes, MCS, and HARQ schemes. 
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