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1 Introduction
In RAN1#84, several companies have provided their evaluation results for latency reduction. Different trends in the results of different companies are observed and a common format for reporting results was proposed in [1]. In this contribution, we show our system-level simulation results of shortened TTI in common format. 
2 Discussion
Simulation assumptions
The system simulations are performed base on the overhead and TCP model given below and the other detailed simulation parameters are listed in the Appendix. 
The overhead of reference signals and physical layer control signaling is likely to increase in shortened TTI, which will have impact on system throughput. Thus, the performance of different TTI length shall be compared with reasonable assumption of L1 overhead for each TTI length. In our simulation, the assumptions of RS and control overhead for different TTI lengths are given in table 1 and table 2 respectively.
Table 1: RS overhead of different TTI lengths
	TTI Length
(OFDM symbols)
	Assumption
	RS Overhead

	14
	2 CRS antenna ports and 2 DMRS antenna ports 
	16.67%

	7
	2 CRS antenna ports and 10 DMRS REs per PRB
	15.48%

	4
	2 CRS antenna ports and 12 DMRS REs per PRB
	16.67%

	3
	2 CRS antenna ports and 16 DMRS REs per PRB
	19.05%

	2
	2 CRS antenna ports and 24 DMRS REs per PRB
	23.81%

	1
	2 CRS antenna ports and 24 DMRS REs per PRB
	23.81%


Table 2: Control overhead of different TTI lengths
	TTI Length
(OFDM symbols)
	CCE number per TTI
	RB number per CCE
	RB number
per TTI
	Control Overhead
	Total Overhead

	14
	27
	
	
	14.29%
	28.57%

	7
	16
	0.5
	8
	28.00%
	39.00%

	4
	12
	0.75
	9
	29.71%
	41.43%

	3
	9
	1
	9
	29.71%
	43.38%

	2
	6
	1.5
	9
	29.71%
	47.29%

	1
	4
	3
	12
	34.86%
	51.14%


Control overhead constraint is proposed in [2], if control overhead is not dynamic per TTI, scheduling restriction (e.g., number of scheduled UEs per TTI in FDM) should be imposed based on the reported control overhead. If control overhead is dynamic, the control overhead increases in proportion to the number of scheduled UEs and their associated aggregation levels. In our simulation, fixed control overhead is assumed as given in table 2. The maximum user number that can be scheduled per TTI is restricted by the reserved number of CCE resources. For example, when TTI length is 7 OFDM symbols, 16 CCE is reserved per TTI. Considering that the different user channel condition and uplink grant transmission, the maximum user number per TTI should be much less than 16. E.g. the statistics of scheduled user number per TTI with 7 symbol TTI length in our simulation is given in table 3.
Table 3: The statistics of scheduled user number per TTI with 7 symbol TTI length

	Scheduled User Number per TTI
	500kB
	100kb

	
	Low RU
	Medium RU
	High RU
	Low RU
	Medium RU
	High RU

	1
	82.58%
	62.10%
	31.55%
	90.99%
	82.38%
	36.65%

	2
	13.84%
	28.68%
	27.45%
	8.43%
	15.68%
	32.16%

	3
	2.54%
	8.14%
	20.42%
	0.56%
	1.82%
	20.82%

	4
	1.04%
	0.91%
	11.92%
	0.02%
	0.12%
	8.17%

	5
	
	0.18%
	6.68%
	
	
	1.91%

	6
	
	
	1.76%
	
	
	0.26%

	7
	
	
	0.21%
	
	
	0.02%

	8
	
	
	0.01%
	
	
	0.0001%

	9
	
	
	0.0003%
	
	
	

	Maximum scheduled user number per TTI
	4
	5
	9
	4
	4
	8

	Average scheduled user number per TTI
	1.21
	1.52
	2.31
	1.09
	1.19
	2.06


In our evaluation, an abstracted TCP Reno model is constructed as below:
· Number of TCP packets is doubled after each TCP_ACK
· Number of TCP packets is halved after each TCP_NACK
· 1500 bytes TCP packet = 1460 bytes data + 40 bytes TCP/IP header
· TCP ACK error: 1% on PUSCH feedback
· TCP packet timeout: The duration for TCP packet timeout is scaled down  if TCP packet is received in time, otherwise the duration equals to 100 TTI
Simulation results
Table 3: System evaluation results for 100kbits file size
	Reported
	Low load
	Medium load
	High load

	parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	
	14 OS
	7OS
	4OS
	2OS
	1OS
	14 OS
	7OS
	4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	2.498
	3.442
	3.933
	4.111
	4.081
	2.082
	2.270
	2.474
	2.445
	2.400
	1.492
	1.388
	1.447
	1.338
	1.216

	UPT
	50%
	3.028
	5.698
	8.049
	11.615
	12.507
	2.939
	5.249
	6.777
	8.311
	8.525
	2.854
	4.338
	4.980
	4.922
	4.444

	CDF
	95%
	3.224
	6.431
	9.302
	17.384
	26.942
	3.224
	6.233
	9.021
	16.570
	24.545
	3.223
	6.230
	8.756
	15.484
	20.011

	[Mbps]
	Mean
	2.997
	5.432
	7.462
	11.267
	13.832
	2.853
	4.825
	6.379
	8.918
	10.323
	2.643
	4.094
	5.150
	6.405
	6.657

	DL:
	5%
	0.031
	0.016
	0.011
	0.006
	0.004
	0.031
	0.016
	0.011
	0.006
	0.004
	0.031
	0.016
	0.011
	0.007
	0.005

	Delay
	50%
	0.033
	0.018
	0.012
	0.009
	0.008
	0.034
	0.019
	0.015
	0.012
	0.012
	0.035
	0.023
	0.020
	0.020
	0.023

	CDF
	95%
	0.040
	0.029
	0.025
	0.024
	0.024
	0.048
	0.044
	0.040
	0.041
	0.041
	0.067
	0.072
	0.069
	0.075
	0.082

	[s]
	Mean
	0.034
	0.019
	0.014
	0.011
	0.010
	0.036
	0.023
	0.019
	0.016
	0.016
	0.040
	0.031
	0.028
	0.028
	0.030

	RU
	18.51%
	15.22%
	14.11%
	12.10%
	11.49%
	47.54%
	42.80%
	40.46%
	35.51%
	33.56%
	80.08%
	74.39%
	72.93%
	65.18%
	62.06%


Table 4: System evaluation results for 500kB file size
	Reported
	Low load
	Medium load
	High load

	parameters
	RU range for legacy TTI: 10%~25%
	RU range for legacy TTI: 35%~50%
	RU range for legacy TTI: above 55%

	
	14 OS
	7OS
	4OS
	2OS
	1OS
	14 OS
	7OS
	4OS
	2OS
	1OS
	14 OS
	7OS
	3/4 OS
	2OS
	1OS

	DL:
	5%
	5.856
	5.138
	4.760
	4.054
	3.762
	3.670
	2.945
	2.702
	2.245
	1.889
	2.255
	1.669
	1.573
	1.295
	1.117

	UPT
	50%
	16.827
	16.390
	15.867
	13.984
	13.289
	11.730
	9.912
	9.425
	8.408
	6.914
	7.503
	5.830
	5.537
	4.494
	3.919

	CDF
	95%
	32.254
	44.420
	48.730
	46.570
	43.276
	30.297
	36.849
	37.236
	32.893
	30.939
	27.022
	26.747
	25.681
	23.022
	19.165

	[Mbps]
	Mean
	17.976
	19.299
	19.289
	17.423
	16.697
	13.935
	13.400
	13.225
	11.642
	10.274
	10.121
	8.772
	8.421
	7.057
	6.116

	DL:
	5%
	0.124
	0.090
	0.082
	0.086
	0.092
	0.132
	0.109
	0.107
	0.122
	0.129
	0.148
	0.150
	0.156
	0.174
	0.209

	Delay
	50%
	0.237
	0.244
	0.251
	0.286
	0.301
	0.340
	0.404
	0.424
	0.475
	0.578
	0.533
	0.686
	0.722
	0.890
	1.021

	CDF
	95%
	0.683
	0.778
	0.840
	0.987
	1.063
	1.085
	1.357
	1.478
	1.782
	2.116
	1.772
	2.393
	2.542
	3.089
	3.580

	[s]
	Mean
	0.295
	0.313
	0.329
	0.376
	0.406
	0.437
	0.525
	0.558
	0.656
	0.784
	0.692
	0.912
	0.956
	1.179
	1.356

	RU
	24.29%
	22.66%
	23.40%
	22.27%
	21.77%
	54.12%
	52.37%
	52.68%
	49.40%
	49.62%
	88.25%
	80.86%
	80.87%
	72.13%
	69.32%


For the convenience of observation, the user perceived throughputs given in the table above are depicted in the figure below:
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Figure 1 User perceived throughput for 100kbits file size
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Figure 2 User perceived throughput for 500kB file size
From the simulation result, the following can be observed for shortened TTI:
· The average throughput gain of shortened TTI is significant for small file size;
· The throughput gain of shortened TTI is larger for cell center users than cell edge users;
· The throughput gain of shortened TTI is reduced with increased  cell load;
· With small file size, the shorter TTI length leads to larger throughput gain;

· With large file size, throughput loss  is observed in medium and high load;

· With large file size, throughput gain is only observed with 7 and 4 symbols TTI length in low load.
3 Conclusion
In this contribution, we show our system-level simulation results for different TTI length, it is observed that the benefit of shortened TTI is significant for small file size, however, throughput loss can be observed in case of large file size in high load scenario. A shorter TTI length (e.g. 1 or 2 symbols) is more beneficial for small file sizes, while a medium TTI length is more beneficial for larger file sizes. 
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5 Appendix
	Parameter 
	Assumptions 

	Layout 
	7 Macro eNBs, 3 sectors per site;

	System bandwidth per carrier 
	10MHz 

	Carrier frequency 
	2GHz 

	Inter-site distance 
	500m 

	Total BS TX power (Ptotal per carrier) 
	46dBm 

	TTI length 
	7 symbols

	RS and control signaling overhead 
	As given in section 2 

	TBS determination 
	Scalable with TTI length

	HARQ RTT 
	Scalable with TTI length

	Scheduler 
	Proportional fairness 

	Distance-dependent path loss 
	ITU UMa[referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE 

	Penetration 
	For outdoor UEs:0dB 

	
	For indoor UEs: 20dB+0.5din (din: independent uniform random value between [ 0, min(25,d) ] for each link) 

	Shadowing 
	ITU UMa according to Table A.1-1 of 36.819 with 3D distance for shadowing correlation distance 

	Antenna pattern 
	3D, referring to TR36.819 

	Antenna Height: 
	25m 

	UE antenna Height 
	1.5m 

	Antenna gain + connector loss 
	17 dBi 

	Antenna gain of UE 
	0 dBi 

	Fast fading channel between eNB and UE 
	ITU UMa according to Table A.1-1 of 36.819 

	Antenna configuration 
	2Tx(eNB), 2Rx(UE), Cross-polarized 

	Number of UEs 
	10 UEs per macro cell 

	UE dropping 
	Randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor. 

	Traffic model 
	FTP model 2
File size [100kbits, 500kB] 

	CSI report period 
	5 TTIs between two consecutive reports 

	TCP models
	TCP Reno model (RFC 2581)
 - SSThresh 65535 Bytes
 - Initial window size 1460 Bytes
 - Max segment size 1460 Bytes
40 Bytes TCP header are added to the initial window size and max segment size
The three way handshake is not modeled as baseline.
TCP ACK feedback modeling is provided by the companies 

	UE receiver
	MMSE-IRC; other UE receiver provided by companies 

	eNB noise figure 
	5dB 

	UE noise figure
	9dB

	UE speed
	3km/h 

	Duplex mode 
	FDD

	Network synchronization
	Synchronized

	Core, transport and internet network delay
	0ms 

	Performance metrics
	Mean, 5%, 50% and 95% user perceived throughput
Mean, 5%, 50% and 95% user packet delay


