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1 Introduction

In this contribution we provide system results comparing performance for different options considered for V2X over PC5. The considered formats are presented in more detail in [1]-[3]. 

We observe that the results evaluate potential enhancements individually and important performance optiomizations due e.g. to distributed/centralized resource allocation are not included in the results. Accordingly, the aim of this contribution is to compare different design choices rather than providing any absolute indications on LTE-V2X performance.
2 Comparison of L1 Formats at System Level
In [1][4] we discussed different options for the L1 format of PC5-based V2X and provided link analysis. In this section we consider the two main candidate formats (“4V” and “2H” according to the definitions in [1][4], see Appenix A) and compare them at system level. We focus evaluations on the urban_slow and highway_fast scenarios which are the most interesting and challenging in different ways. 
For each scenario and L1 format we test different levels of frequency multiplexing. Clearly narrowing a transmission bandwidth increases the capacity and reduces the amount of interfered resources; on the other hand link performance is more challenging due to higher code rate. We note however that Eb/N0 is not affected by the scheduled BW under constant power constraint.

In the results we isolate performance for the data part and with ideal detection of the associated SA. An analysis of SA detection probability and its impact on data detection is provided in Section 5. Detailed simulation assumptions are provided in Appendix B.

Figure 1, Figure 2 show that for the urban_slow scenario performance is heavily limited by interference. It is thus clearly useful to reduce the bandwidth of individual allocations for each transmission. The “2H” scheme provides some gain over “4V”, mostly due to the better coding gain due to reduced DMRS overhead.
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Figure 1: PRR for Urban_slow scenario, “4V” and “2H” with {50,25,12} PRBs/transmission, corresponding to “1/2/4 subbands” in the legend. 
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Figure 2: PIR for Urban_slow scenario, “4V” and “2H” with {50,25,12} PRBs/transmission, corresponding to “1/2/4 subbands” in the legend. Observe that the curves saturate at a value lower than 1 due to transmission errors. 
Figure 3, Figure 4 show that for the urban_slow scenario performance is heavily limited by link performance at high Doppler spread. The “2H” scheme provides major gain over “4V”, mostly due to the better robustness to Doppler spread.
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Figure 3: PRR for Highway_fast scenario, “4V” and “2H” with {50,25,12} PRBs/transmission, corresponding to “1/2/4 subbands” in the legend. 
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Figure 4: PIR for Highway_fast scenario, “4V” and “2H” with {50,25,12} PRBs/transmission, corresponding to “1/2/4 subbands” in the legend. 
We observe that even larger gains are obtained with “2H” as compared to “4V” with larger TBs (e.g., 800B for event-triggered traffic). Curves are not shown here for limited space reasons.
Observations:

· Multiplexing V2x transmissions in frequency domain benefits both urband and highway scenarios in terms of PRR and PIR

· “2H” provides major gain over “4V” due to increased Doppler robustness and better coding gain (lower DMRS overhead).
Proposals:

· PC5 is optimized for FDM of V2X transmissions.

· “2H” is proposed as baseline L1 format in the rest of the V2x study.
3 Comparison of Strategies for Time-Varying Traffic Patterns

The agreed periodic traffic model in RAN1 considers packets of 190 and 300 bytes respectively, accordingly to certain to be confirmed assumptions on the payloads at application layer. 

Periodic traffic with irregular packet size is nothing new in LTE, similar scenarios occur e.g. with SPS and VoIP, where certain VoIP headers occur periodically. Similarly to V2X, even VoIP packets have strict per-packet latency requirements. Different (partly implementation based) approaches are possible including zero-padding and segmentation. Such techniques may be applied at any protocol level that supports them within the stack. A different approach would be to adapt the transmission format individually per packet, e.g., by changing a combination of MCS, bandwidth, power and number of retransmissions. We believe that adapting bandwidth or number of retransmissions per packet has a number of negative impacts on patterns efficiency as well as increased designed and scheduling complexity. The role of the scheduler (in case of multti-TTI scheduling) becomes the one of a Tetris user trying to efficiently fit pieces with irregular shapes. Complexity and efficiency of sensing algorithms is also negatively affected. On the other hand, adapting the MCS per packet is a more reasonable approach and will be evaluated in more detail in the following.
Proposal:

· Focus the study of potential gains with per-packet adaptation to per-TB MCS adaptation only.

· Bandwidth, power and number of retransmissions are constant for all TBs scheduled by a given SA.

In this section we compare two different approaches:
1. Conservative resource allocation with TBS=300B for all packets. Smaller packets are zero-padded to 300B. No segmentation applied.
2. The MCS of the packet is adapted individually per packet. No zero-padding or segmentation applied.
We also observe that a third technique (not shown in the results) consists of adding segmentation on top of the above strategies, resulting in more even packet size. With segmentation we expect performance to be in-between the proposed techniques.
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Figure 5: PRR for Urban_slow scenario (left) and highway_fast (right), “4V” with {50,25,12} PRBs/transmission, corresponding to “1/2/4 subbands” in the legend. We compare a conservative approach to resource allocation (TBS=300B, zero padding on smaller packets) and adaptive per-packet rate matching (TBS={190,300}B depending on packet, no zero padding). 
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Figure 6: PRR for Urban_slow scenario (left) and highway_fast (right), “2H” with {50,25,12} PRBs/transmission, corresponding to “1/2/4 subbands” in the legend. We compare a conservative approach to resource allocation (TBS=300B, zero padding on smaller packets) and adaptive per-packet rate matching (TBS={190,300}B depending on packet, no zero padding). 
Based on the results in Figure 5 and Figure 6 we see some gain with the “optimized” approach, especially in the highway_fast case with “2H” and 4 subbands. The gain is however minor compared to other proposals such as those for L1 format optimization. We also observe that the gain is basically vanishing for wideband allocations. Therefore, we believe that MCS adaptation per TB can be considered once more promising performance optimization techniques have been introduced, too.
Observations:
· MCS adaptation per TB gives some gain for “narrow” transmissions, while gain vanishes for larger band.
Proposals:

· MCS adaptation can be regarded as a lower priority optimization to be considered once more promising optimizations in terms of PC5 performance have been agreed.
4 Study on Retransmissions and Soft-Combinations

In Figure 7 we analyse the impact of retransmissions and compare hard and soft combinations. The analysis is limited to “2H” but similar conclusions hold for “4V” (not shown here for brevity). A first observation is that the performance gain with soft combination is marginal for the PRR of interest. A second observation is that retransmissions are detrimental in the urban_slow scenario and beneficial in the highway_fast scenario. In these simulations retransmissions are randomly allocated in the pool, for maximum time and frequency diversity. Based on these results we conclude that soft combination is not justified by performance. It is preferable to instead maximize diversity gain between retransmissions.
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Figure 7: Comparison of combination strategies for urban_slow (left) and highway_fast (right). We compare no retx with respectively hard and soft combination of {2,4} (re)tx per packet. 
Observations:

· Performance gain with soft combination is marginal for the PRR of interest. 

· Retransmissions are detrimental in the urban_slow scenario and beneficial in the highway_fast scenario.

Proposals:

· Soft combination is not justified by sufficient performance gain. 

· It is preferable to instead maximize diversity gain between retransmissions.

5 Study on Scheduling Protocols
In Figure 8 and Figure 9, we show the PRR peformance of a scheduling protocol that uses a single SA pool for scheduling several data subpools. That is, a single SA schedules the transmissions of several MAC PDUs. We observe that bundling several data subpools improves the PRR and PIR metrics. This is because the bottleneck of the system is the availability of resources for data transmission and SA overhead is reduced in favour of data resources.
We also observe that in the considered urban_slow scenario most of the gain is already achieved when the scheduling period spans 2 pool repetitions.

We further observe that the gain is quite low for the considered scenario where the baseline is SA pool repetition every 100ms. We however should remember that 20ms latency requirement is also to be supported and in case of 20ms periodicity for SA resources the expected gains are significantly larger.
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Figure 8. PRR for Urban_slow scenario with scheduling period spanning multiple pool repetitions. For 1 scheduling period, 20% of the resources are reserved for SA transmission. For 2 scheduling periods, 10% of the resources are reserved for SA transmission. For 5 scheduling periods, 4% of the resources are reserved for SA transmissions.
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Figure 9. PIR for Urban_slow scenario with scheduling period spanning multiple pool repetitions. For 1 scheduling period, 20% of the resources are reserved for SA transmission. For 2 scheduling periods, 10% of the resources are reserved for SA transmission. For 5 scheduling, 4% of the resources are reserved for SA transmissions.

Observations:

· In high-density scenarios, performance is limited by the availability of resources for data transmission.
Proposals:

· Scheduling of multiple consecutive data subpools by a single SA should be considered further.
6 Conclusions

In this contribution we have compared the performance of different design options for V2V. We observe and conclude the following:
Observations:

· Multiplexing V2x transmissions in frequency domain benefits both urband and highway scenarios in terms of PRR and PIR

· “2H” provides major gain over “4V” due to increased Doppler robustness and better coding gain (lower DMRS overhead).

Proposals:

· PC5 is optimized for FDM of V2X transmissions.

· “2H” is proposed as baseline L1 format in the rest of the V2x study.
· Focus the study of potential gains with per-packet adaptation to per-TB MCS adaptation only.

· Bandwidth, power and number of retransmissions are constant for all TBs scheduled by a given SA.

Observations:

· MCS adaptation per TB gives some gain for “narrow” transmissions, while gain vanishes for larger band.
Proposals:

· MCS adaptation can be regarded as a lower priority optimization to be considered once more promising optimizations in terms of PC5 performance have been agreed.

Observations:

· Performance gain with soft combination is marginal for the PRR of interest. 

· Retransmissions are detrimental in the urban_slow scenario and beneficial in the highway_fast scenario.

Proposals:

· Soft combination is not justified by sufficient performance gain. 

· It is preferable to instead maximize diversity gain between retransmissions.

Observations:

· In high-density scenarios, performance is limited by the availability of resources for data transmission.
Proposal:

· Scheduling of multiple consecutive data subpools by a single SA should be considered further.
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8 Appendix A: Considered L1 Formats

For quick reference we provide the representations of the L1 formats considered in this paper. More details in [1][4].
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Figure 10: Subframe structure for “2H” (2 “horizontal” DMRS symbols/RB interleaved with data).


[image: image14]
Figure 11: Subframe structure for “4V” (4 “vertical” DMRS symbols/TTI).

9 Appendix B: Detailed Simulation Assumptions

Where not indicated otherwise, the following simulations assumptions were considered:
	Parameter
	Assumption

	Carrier frequency for PC5-based V2V
	6 GHz

	Bandwidth
	10 MHz, 1 carrier

	Synchronization error
	+/-0.1 PPM (frequency). 

	Vehicle UE parameters
	In-band emission
	{3,6,3,3} [5]

	
	Maximum transmit power
	23 dBm for “4V”

For “2H” tx power is reduced by a value corresponding to the relative CM increase (compared to “4V”) [5].

	Scenarios
	1,4

	SA resources
	10 subframes/scheduling period

	SA tx format
	2 tx/SA, same format as for R12 D2D

	Data resources
	· Baseline: 90 subframes/scheduling period

· For multiperiod scheduling (Section 5): 99 subframes/pool, 9 pools/scheduling period.

	Data formats
	“4V” and “2H” as described in [1]

	Resource selection
	Random, independent for SA and data

	Simulation time
	10s


Remaining parameters are according to TR 36.885.
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