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1.  

Introduction
OTDOA positioning requires accurate network synchronization. The synchronization requirements for positioning are much more stringent compared to the synchronization requirements for communication purposes. Any remaining eNB synchronization offset directly affects the positioning performance.
In this contribution, we evaluate the impact of network synchronization error on OTDOA baseline performance for the agreed evaluation scenarios [1].

2.  

Modelling of Network Synchronization Error

The network synchronization error, per UE dropping, is defined as a truncated Gaussian distribution of T1 ns rms between an eNB and a timing reference source which is assumed to have perfect timing, subject to a largest timing  difference of T2 ns, where T2 = 2×T1 [1]. That is, the range of timing errors is [-T2, T2]. Figure 1 below shows an example of the eNB timing error distribution for T1 = 50 ns. 
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Figure 1: Histogram of eNB timing error for T1=50 ns.
3.  

Impact of Network Synchronization Error on OTDOA
 

Baseline Performance
3.1


Case #1, Outdoor Macro and Outdoor Small Cell Deployment

The following Figures show the horizontal OTDOA positioning error CDF for various values of timing error T1 for Case#1 (outdoor macro and outdoor small cell deployment scenario, including the special case of a macro-only deployment (0 small cells)) [1]. Both, the macro cells and small cells (if applicable) operate at 2 GHz carrier frequency (co-channel deployment). The baseline results for a perfectly synchronized network are included for reference (T1 = 0 ns). The Tables next to each Figure summarize the 67-, 90-, and 95-percentile error of the CDF together with the OTDOA success rate (yield). The Table also shows the performance degradation in percent compared to the baseline. 
0 Small Cells per cluster:
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	67-% error [m]
	35
	37
	40
	45

	
	90-% error [m]
	57
	58
	64
	70

	
	95-% error [m]
	71
	71
	73
	81

	
	Success rate [%]
	99.42
	99.42
	99.42
	99.42

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	67-% error
	0
	6%
	14% 
	29%

	
	90-% error
	0
	2% 
	12%
	23%

	
	95-% error
	0
	1%
	4%
	14%

	
	Success rate
	0
	0%
	0%
	0%

	
	


4 Small Cells per cluster:
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	67-% error [m]
	23
	25
	30
	37

	
	90-% error [m]
	36
	39
	46
	54

	
	95-% error [m]
	44
	48
	55
	64

	
	Success rate [%]
	98.95
	98.25
	96.49
	94.50

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	67-% error
	0
	9%
	30%
	61%

	
	90-% error
	0
	8%
	28%
	50%

	
	95-% error
	0
	9%
	25%
	45%

	
	Success rate
	0
	-1%
	-2%
	-4%

	
	


10 Small Cells per cluster:
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	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	67-% error [m]
	22
	24
	29
	39

	
	90-% error [m]
	35
	40
	49
	62

	
	95-% error [m]
	45
	50
	59
	75

	
	Success rate [%]
	99.06
	97.08
	93.10
	88.30

	
	

	
	Performance Degradation in Percent (compared to baseline)

	
	
	T1 = 0 ns
	T1 = 50 ns
	T1 = 100 ns
	T1 = 150 ns

	
	67-% error
	0
	9%
	32%
	77%

	
	90-% error
	0
	14%
	40%
	77%

	
	95-% error
	0
	11%
	31%
	67%

	
	Success rate
	0
	-2%
	-6%
	-11%

	
	


As can be seen from the Figures and Tables above any network synchronization error negatively impacts positioning performance. From the simulation scenarios above, it can be observed that this impact is somewhat bigger in dense deployment scenarios.  The Figure below summarizes the performance degradation at the 90-percentile of the positioning error CDF for the three values of T1 and with 0, 4, and 10 small cells per cluster. With 0 small cells (macro only), the performance degradation at the 90-percentile is [2%, 12%, 23%] for T1 = [50ns, 100ns, 150ns], respectively.  For 4 small cells per cluster, the corresponding performance degradation is [8%, 28%, 50%], and for 10 small cells per cluster, the corresponding performance degradation is [14%, 40%, 77%]. A similar trend can be observed for the other percentile error values and the success rate.
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The reason for the above observed behaviour may be the following: With a dense small cell deployment scenario (10 small cells per cluster), and most UE drops within the small cell cluster (2/3 of the UE drops), most neighbour cell measurements are made to cells with relative short distances (i.e., the true distance between UE and small cells is usually much smaller compared to the distance between UE and macro cells). The impact of the synchronization error (or any other error source) is bigger for small distances, because an additional error of e.g., 10 m (due to synchronization) compared to a true distance of 30 m has a bigger overall impact on position calculation compared to a 10 m error for a true distance of 300 m. 
On the other hand, the positioning performance with small cells is much better compared to the macro-only case, and therefore, higher network synchronization errors may be tolerable. For example, the macro-only scenario shows a 90-percentile positioning error of 57 m in a perfectly synchronized network (T1=0ns). With 4 small cells per cluster, and even T1=150ns, the 95-percentile error is still less than 57 m.
4.  

Summary

In this contribution, we investigated the impact of network synchronization error on OTDOA baseline performance using the agreed evaluation scenarios. 
With the default value of T1 = 50 ns [1], a performance degradation between 2 and 14 percent can be observed at the 90th percentile of the positioning error CDF. 
Proposal 1: 
Include the results in TR 37.857.
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Annex:
Simulation Assumptions

Case #1: Outdoor Macro + Outdoor Small Cell 
	Parameter
	Macro Cell
	Outdoor Small Cell

	Layout
	Hexagonal grid, 3 sectors per site, 19 Macro sites, 
ISD = 500m
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Clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	System Bandwidth per Carrier
	10 MHz
	10 MHz

	Carrier Frequency
	2.0 GHz
	2.0 GHz

	Carrier Number
	1
	1

	Total BS TX power (Ptotal per carrier)
	46 dBm
	30 dBm

	Distance-Dependent Path Loss
	3D-UMa

(Table 7.2-1 in TR 36.873)

Indoor UEs:
3D-UMa O-to-I (PLb=PL3D-UMa)
Outdoor UEs: 
3D-UMa LOS or 3D-UMa NLOS,


depending on LOS probability.
	3D-UMi

(Table 7.2-1 in TR 36.873)

Indoor UEs:
3D-UMi O-to-I (PLb=PL3D-UMi)
Outdoor UEs: 
3D-UMi LOS or 3D-UMi NLOS,


depending on LOS probability.

	Penetration
	For outdoor UEs: 0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25, UE-to-eNB distance) ] for each link)
(i.e., PLtw = 20 dB; PLin = 0.5din (Table 7.2-1 in TR 36.873))
	For outdoor UEs: 0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25, UE-to-eNB distance) ] for each link)
(i.e., PLtw = 20 dB; PLin = 0.5din (Table 7.2-1 in TR 36.873))

	Shadowing
	3D-UMa (Table 7.3-6 in TR36.873)

Indoor UEs:
3D-UMa O-to-I 
Outdoor UEs: 
3D-UMa LOS or 3D-UMa NLOS,


depending on LOS probability.
	3D-UMi Table 7.3-6 in TR36.873)

Indoor UEs:
3D-UMi O-to-I 
Outdoor UEs: 
3D-UMi LOS or 3D-UMi NLOS,


depending on LOS probability.

	Antenna Pattern
	3D according to TR36.819
	2D Omni-directional (baseline).

	Antenna Height
	25m + α
α ~ uniform(-5,25) m
	10m + β
β ~ uniform(-5,10) m

	UE Height
	hUT = 3(nfl – 1) + 1.5 m
where, nfl ~ uniform(1,Nfl) and Nfl = 8

	Antenna Gain + Connector Loss
	17 dBi
	5 dBi

	Antenna Gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	3D-UMa from TR 36.873

Indoor UEs:
3D-UMa O-to-I 
Outdoor UEs: 
3D-UMa LOS or 3D-UMa NLOS,


depending on LOS probability.
	3D-UMi from TR 36.873

Indoor UEs:
3D-UMi O-to-I 
Outdoor UEs: 
3D-UMi LOS or 3D-UMi NLOS,


depending on LOS probability.

	Antenna Configuration
	2Tx, 2Rx in DL, Cross-polarized

	Number of Clusters per Macro Cell Geographical Area
	1

	Number of floors per building
	8

	Number of Small Cells per Cluster
	0, 4, 10

	Number of Small Cells per Macro Cell
	[0, 4,10] × Number of clusters per macro cell geographical area

	UE Dropping
	2/3 UEs randomly and uniformly dropped within the clusters, 1/3 UEs randomly and uniformly dropped throughout the macro geographical area.
20% UEs are outdoor and 80% UEs are indoor.

	Radius for small cell dropping in a cluster
	50 m

	Radius for UE dropping in a cluster
	70 m

	Minimum distance (2D)
	Small cell-small cell: 20m

	
	Small cell-UE: 5m

	
	Macro –small cell cluster center: 105m

	
	Macro – UE : 35m

	
	cluster centre-cluster centre: 2*Radius for small cell dropping in a cluster

	UE noise figure
	9 dB

	UE Speed
	3 km/h

	Network Synchronization
	The network synchronization error, per UE dropping, is defined as a truncated Gaussian distribution of (T1 ns) rms values between an eNB and a timing reference source which is assumed to have perfect timing, subject to a largest timing  difference of T2 ns, where T2 = 2*T1
· That is, the range of timing errors is [-T2, T2]

· T1:
Default: 50ns (for the additional performance evaluation)

· Each individual company can further pick other values

	Performance Metrics
	CDF of horizontal accuracy for indoor UEs

	Note 1: For eNB-to-UE distance, 3D distance is applied unless stated otherwise.

Note 2: Propagation delay is explicitly modeled.


OTDOA Configuration:

	Parameter
	Value

	System bandwidth
	10 MHz

	Cell planning
	PCI planning for macro and small cells

	Network synchronization
	Synchronous

	Duplex modes
	FDD

	Cyclic prefix
	Normal

	DRX
	Off

	Number of antenna ports
	PRS
	1 (antenna port 6)

	
	CRS
	2

	Number of receive antennas
	2

	Number of consecutive positioning subframes in one occasion
	1 

	PRS periodicity
	160 ms

	PRS bandwidth
	Full system bandwidth

	Measurement bandwidth
	Full system bandwidth

	PRS muting
	16-bit random muting pattern with 50% duty cycle [*]

	PRS Power boosting 
	10log6 dB

	PDSCH transmission
	No PDSCH transmission in PRS transmission occasions

	RSTD report quantization
	Modeled as in 36.133 section 9.1.10.3

	[*]  R. Srinivasan, et. al., "PRS Muting Pattern Assignment to Optimize RSTD Measurement Acquisition for OTDOA Positioning in 3GPP LTE", 
      Proceedings of the 2015 ION International Technical Meeting ION ITM 2015, Jan. 26-28, 2015, Dana Point, California, pp. 310-325.
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