TSG-RAN WG2#67                   


 
R2-094343
LA, US 29, June– 3 July 2009
Source:      Alcatel-Lucent Shanghai Bell, Alcatel-Lucent
Title:         Consideration on traffic multiplexing for relay operation
Agenda Item: 
Document for: Discussion/Decision
1. Introduction
Four alternatives are discussed for type I operation during RAN2 66bis. This contribution discusses the traffic multiplexing issue for type I relay operated scenario.
2. Traffic multiplexing for type I relay

From traffic multiplexing point of view, the proposed 4 alternatives can be classified into two categories:

· Category 1: Alt. 1, 2 & 3: traffic multiplexing is performed on L3
· Category 2: Alternative 4: L2 level multiplexing is permitted.
2.1 Discussion on Category 1
For this ccategory, there maybe several to one mapping of UE EPS bears onto RN EPS bear. For DL, the separation of traffics for different UE are not performed on the Un interface but done in RN based on the TEID encapsulated in the GTP tunnel. From Un point of view, the L2 process can be described in figure 1.
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Figure 1: one example of traffic multiplexing for category 1
For UL backhaul transmission, it is similar that at RN node, the IP packets are encapsulated into the corresponding GTP tunnel with TEID inserted and the L2 process is similar as the current LTE defined one and no change is needed.

The benefits of the L3 multiplexing for alternate 1,2 and 3 is that the current LTE defined L2 architecture can be reused and no any new features is introduced. 

2.2 Discussion on Category 2
According to alternative 4 definitions, there is one to one mapping of UE EPS bear to RN EPS bear. Multiplexing the traffics for different UE above L2 is not necessary since S1 is terminated at donor eNB itself. Then the possible L2 structure can be as figure 2.
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Figure 2: possible L2 structure for alternative 4

Current LTE defined L2 structure does not perform multiplexing of traffics for different UEs. If we do not take any new change to the LTE defined L2 principles, the figure 2 is the possible Un L2 structure. The benefits for this option is to reuse the LTE defined L2 architecture. But there will be multiple TB transmitted over the Un interface for one RN, which is not inline with the LTE definition where only one TB is sent for one UE per TTI for non MIMO case. Also the multiple TB transmission to same RN will leads to several pairs of PDCCH and ACK/NACK with each pair for corresponding UE’s traffic. It is clear that this principle will leads to overhead and is not optimal. 
To solve this disadvantage, we propose to perform multiplexing on the L2 for different UEs’s traffic so that only one MAC PDU is sent over the Un interface and hence only one pair of PDCCH/ACK-NACK is needed. The question is how to separate these multiplexed traffics for each UE on the RN side? Two possible choices can be taken which are described as below:
· Choice 1: implicit solution where each traffic are identified by Logical channel identification
· Choice 2: explicitly solution where extra field is defined in the MAC PDU to separate traffics for different UE.
For choice 1, each traffic is mapped to one logical channel. LCID is used to identify all these packets multiplexed on the same MAC PDU. The benefits for this choice is to reuse the current LTE defined L2 structure. But since 4 bit is used for LCID in LTE with up to 16 traffics can be identified. This choice will put strict limit on the RN application scenario where the supported UEs’ traffics should be no more than 16.
For choice 2, there is no change to the current LTE defined LCID length but one extra header is added in the MAC PDU, which includes the UE ID to differentiate each traffic and the possible L2 structure can be described as figure 3. 
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Figure 3

The are also 3 options for UE_ID definition to optimize the MAC PDU header overhead
· C-RNTI is used for this purpose which means 16 bit is added for each UE.
· Fixed length UE_ID is adopted according to the maximum permitted UE number served by the same RN

· Variable length UE_ID according to the served UE number by the same RN.

The third one is feasible since the current served UE number by RN is synchronized at donor eNB and RN side based on the access establishment and release signalling.
For UL, it is similar that at the RN side, the traffic from its served UE can be multiplexed together to optimize the Un transmission.
3. Conclusion

The traffic multiplexing for type I relay operation is discussed according to the four alternatives. We propose to capture the multiplex scheme for each of them.
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